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Abstract

This chapter reviews how the literature on trade in agricultural and food products has developed over the last twenty
years. Its evolution has been heavily influenced by several developments in the international trade literature. First,
related to trade theories that connect closely with observables: new Ricardian models and firm-level analysis. Second,
related to a shift toward applied work involving estimated gravity models and counterfactual simulations. Within
a unifying framework, we provide a bird-eye overview of recent developments in trade literature that improves the
predictive capability of empirical and theoretical studies for agricultural and food sectors. We highlight how land
heterogeneity, technology, vertical relationships in the food chain, quality of food products, and taste affect agri-food
trade and its welfare consequences. We also discuss the emergence of new policy issues such as climate change,
quality standards, food security, market volatility, and nutrition transition, where although trade may not be at the
center of the issues it mediates most of the effects. Last, this chapter identifies possible future developments to make
agricultural trade a very active research field, with specific focus on the consumer preferences, hidden costs, production
technologies, and market structures.
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1 Introduction
Since the previous handbook chapter on agricultural trade was published twenty years ago (Karp and Perloff, 2002),
there have been many changes. First, new issues have emerged as the trade policy landscape has evolved (e.g., the rise
of non-tariff measures and bilateral trade agreements, China’s entry as 143rd member of the World Trade Organization,
and substantial gains in market share by emerging economies such as Brazil and Argentina). Second, new types of
datasets have become available (e.g., high-resolution data on soil and climate, and trade data at firm level). Third,
new tools have been designed. To account for these changes, this chapter starts from where the previous one left off:
in around 2002 when three fundamental contributions set the foundations for the modern trade literature. Eaton and
Kortum (2002) provided new bases for comparative advantage models and how to map them to the data; Melitz (2003)
developed theoretical foundations for analyzing the behavior of heterogeneous firms and identifying potential winners
and losers from trade integration; and Anderson and Wincoop (2003) provided the theoretical grounds for the frequently
used gravity model of bilateral trade and show how to connect the model to the data, taking account of the interactions
across markets and the income constraints. These three papers do not focus on agricultural and food products but they
have had a major effect on the work on this sector, and serve as a structure for this chapter since one of our objectives is
to provide a map of the trade literature from the perspective of agricultural and food issues which often require specific
modeling choices.

The literature already includes several outstanding surveys of this new theoretical and empirical landscape—for
example, Costinot and Rodríguez-Clare (2014) on the quantitative implications of modern trade models and Head and
Mayer (2014) on their econometric estimation—which we do not repeat here. The present chapter complements these
works by adding a focus on the agricultural and food sectors and their specificities, and showing, for example, how
modern trade models capture the fundamental mechanisms explaining trade in agricultural and food products. We also
consider the crucial assumptions that are needed to make trade theories more appealing and relevant to agricultural
economists. For example, analysis of the internationalization process in the food industry cannot ignore its ties to the
farm and retail sectors as well as the role of quality of food products. Also, the role of land in agricultural production,
a specific factor with very heterogeneous endowments even within countries, implies a strong role for the forces of
comparative advantage.

To try to limit the size of this survey, we decided to focus the discussion on a limited number of topics. For example,
we skim the traditional trade and domestic policy issues that are at the center of Karp and Perloff’s (2002) handbook
chapter on agricultural trade. Even though tariffs, subsidies, and quantitative restrictions imposed by governments are
still key determinants of trade in agricultural and food products, most of the theoretical insights in Karp and Perloff’s
chapter remain valid, and readers can refer also to the chapters in Bagwell and Staiger (2016) for a modern treatment of
the issue. A consequence of this first choice is that we also do not cover the political economy literature (surveyed in
Anderson et al., 2013) explaining these policies. Rather, we survey the modern literature on the welfare and trade effects
of the rise of public standards, which cannot be treated as pure trade barriers since they address market failures such
as externalities and asymmetric information. Another dimension of agricultural trade omitted from this survey is the
literature on price transmission (Cramon-Taubadel and Goodwin, 2021) because it uses quite different tools from those
mobilized in the trade literature presented here. In summary, this chapter focuses on the key economic mechanisms
that are relevant in modern trade models applied to the agricultural and food sectors and neglects, because of space
constraints, their numerous applications to policy questions.

The survey starts with discussion of a series of stylized facts on trade in agricultural and food products which paves
the way to the discussion in the following sections which use models to explain empirical regularities. Although modern
trade models differ in their supply specifications which are addressed separately in sections 4 and 5, they have some
common elements related to the demand side, the structure of equilibrium prices, and the gravity equation. Therefore,
in section 3 we review the common bricks used to build the demand side of trade models and discuss the specificities of
the agricultural and food sectors in terms of modeling (both functional forms and elasticities).

In section 4, we describe the work on comparative advantage and agricultural products. The development of the
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Eaton and Kortum’s model renewed interest in comparative advantage, and in this section we review a series of papers
which study how both domestic and international trade costs affect specialization within agriculture, inputs use, and
the associated gains from trade. The gains from trade in agriculture are linked also to the ability of trade to smooth
idiosyncratic shocks which we also discuss in this section. Application of the principle of comparative advantage is
better suited to products with little differentiation; therefore, this section is mostly concerned with trade in agricultural
products with minimal processing.

In contrast, section 5 focuses on differentiated food products where imperfect competition is prevalent and whose
study requires firm-level analysis. This is a largely absent topic in previous surveys, and has been made possible by
the theoretical developments in Melitz (2003) and improved access to firm-level data. Section 5 describes how the
Melitz’s framework explains the features of international trade in food products, and highlights how the specificities of
the food sector, especially the role of access to raw agricultural products for food exporters and the quality sorting of
exporters, can be accommodated in this framework. Accounting for these features reveals new channels through which
firm performance and real income adjust to trade. In this section, we review the literature that explicitly studies food
firms (i.e., using data on trade in food products and/or developing theoretical frameworks to improve the predictive
ability of trade theory for food industry).

Trade costs are essential in comparative advantage and firm-level studies but in sections 4 and 5 they are mostly
assumed to be exogenous and their nature is left unspecified. Despite declining tariffs, compared to other types of
products, agriculture and food products face large trade costs. These products tend to be bulky and perishable, and
they have to meet the different quality standards set by countries and multinational companies. Section 6 focuses on
the distribution costs (i.e., related to wholesalers and retailers) involved in reaching foreign end-consumers, the costs
and gains related to non-tariff measures, and the variability of trade costs. It details the trade costs’ nature, origin, and
consequences.

The chapter concludes in section 7. We provide some remarks on the current state of the literature and discuss
possible directions for future development and research. The technical derivations of theoretical results reported in this
chapter can be found in the online Appendix on the authors’ website.

2 Stylized facts
Defining trade in agricultural and food (agri-food) products as trade in chapters 01 to 24 of the harmonized system,
between 1995 and 2020 its value represented between 7% and 10% of global trade in goods (source: BACI, Gaulier and
Zignago, 2010). While this share has fluctuated over the period, at 5.1% the annual growth of agri-food trade has been
close to the 5.6% level for the other goods. If we distinguish agricultural products from food products using chapter 14
as the cutoff, trade in food products has increased at rates similar to trade in agricultural products and represents 45% of
the total.

Stylized fact #1: A small share of agri-food products is traded

It is obvious that the small share of agri-food goods in trade is related to the small share of these sectors in overall
production of goods. However, it is also true that agri-food goods are traded much less intensively compared to other
goods (Xu, 2014). Using the multi-regional input-output database EORA (Lenzen et al., 2012) which represents the
trade relationships between 190 countries, we can calculate the trade intensity (ratio of the total value of trade to the
total value of production) of agri-food goods, other goods, and services. Figure 1a shows that agri-food goods are traded
much less intensively than other goods. In 2014, trade intensity of agri-food goods was 13% compared to 30% for other
goods. Agri-food goods are closer to the low trade intensity of services (6% in 2014) than to the trade intensity of most
goods. Thus, if agri-food products were traded as intensively as other goods, in 2014 they would account not for 10%
but rather 23% of all trade in goods.
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Figure 1: Trade measures. Sources: (a) calculated using EORA; (b) and (c) calculated using FAOSTAT food balances.

Stylized fact #2: Trade costs are high for agri-food products

One reason for the low trade intensity of agri-food products is the relatively high trade costs they face. These costs
include the high border protections from which they benefit relatively to other goods in the form of higher tariffs and
high coverage of tariff rate quotas (Guimbard et al., 2012). Figure 2a illustrates this by depicting the trade-weighted
average applied tariffs on agri-food and other goods, calculated from MAcMap-HS6 (Guimbard et al., 2012) and BACI.
It shows that in 2001 tariffs were five times higher for agri-food products than for other goods. These tariffs have
declined over the last two decades (due mostly to unilateral liberalization as shown in Bureau et al., 2019) but in 2016
were still almost four times higher than for other goods.
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Figure 2: Trade costs measures. Sources: (a) calculated using MAcMap-HS6 and BACI, (b) calculated using UNCTAD
NTMs TRAINS and BACI, (c) calculated using EORA.
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This period has also seen increasing prevalence of non-tariff measures (NTMs) which are especially dominant
in agriculture (figure 2b). NTMs do not systematically increase trade costs (as is discussed in section 6.2) but their
large presence is indicative of the regulatory burden associated with trade in agri-food products. Figure 2b depicts the
coverage of subheading by NTMs weighted by their trade importance (i.e., a value of 0.75 implies that 75% of trade
flows are covered by at least one NTM in the family considered).1 It distinguishes coverage by technical barriers to
trade (TBT) and sanitary and phytosanitary (SPS) measures. Given the nature of agri-food goods, they are concerned
more strongly by SPS measures than are other goods, while TBTs apply almost equally to both types of goods although
with slightly higher coverage of agri-food products. In 2018, more than 80% of trade in agri-foods goods was subject to
some NTMs.

In addition to the previous statistics which provide information on specific trade costs, we calculate an overall trade
cost measure based on a gravity model following Head and Ries (2001). This measure, which is consistent also with the
model structure presented in this chapter (see Novy, 2013a), is defined by 𝜏𝑘

𝑖 𝑗
= [(𝑋 𝑘

𝑖𝑖
𝑋 𝑘
𝑗 𝑗
)/(𝑋 𝑘

𝑖 𝑗
𝑋 𝑘
𝑗𝑖
)]1/(2𝜘𝑘 ) − 1, where

𝑋 𝑘
𝑖 𝑗

is trade in sector 𝑘 between countries 𝑖 and 𝑗 , and 𝜘𝑘 is the trade elasticity (the elasticity of bilateral trade to change
in variable trade costs). We assume a common trade elasticity of 5 following the meta-analysis in Head and Mayer
(2014)2 and weight the various bilateral measures by bilateral trade. This leads to figure 2c which shows that total trade
costs are much higher for agri-food goods compared to other goods, and have been declining too slowly over the period
to close the gap significantly. In addition to the above-mentioned tariff and non-tariff measures, possible explanations
for these higher trade costs for agri-food products are the perishability of these products and their bulkiness which is
likely to increase shipping cost relative to price.3

Stylized fact #3: Trade has been rising in importance for food intakes in terms of macronutrients

The previous statistics might suggest that agri-food trade is not so important for feeding people, and that most countries
rely on their domestic production to feed their populations. However, these are world level and in value statistics, and
therefore do not reveal countries’ dependence on trade to feed their population. The FAOSTAT food balances provide a
clearer picture of this issue and allow us to calculate the share of imports in terms of quantities consumed (for food,
feed, and industrial use). Based on this statistic, figure 1b represents the share of the world population that depends on
imports for more than 33% and 50% of their caloric intake, and shows that in the 1960s very few countries depended
significantly on trade. However, today 20% of the world population depends on trade for at least 33% of its caloric
intake. Figure 1c displays the trade intensity of macronutrients and confirms the increased global dependence on trade
for macronutrients intake. Currently, more than 20% of the calories consumed are imported, and trade intensity rises to
30% for fats which traditionally are less protected at borders compared to carbohydrates-based staples such as rice and
wheat.

Stylized fact #4: Observable and evolving comparative advantage

In addition to the high trade costs, the low trade share of agri-food products could be explained by limited productivity
differences across countries hindering the forces of comparative advantage. Measuring comparative advantage is usually
difficult because for most sectors productivity can be observed only if there is actual production, after selecting sectors
as profitable activities. A specificity of the agricultural sector is that it is possible to obtain measures of the potential

1Figure 2b is based on information on 90 countries plus the European Union. For the European Union, in the absence of information before 2009,
2009 measures are assumed to apply before.

2Although the trade elasticity is a central parameter in quantifying the welfare effects of trade, there is no consensus on the value of this parameter.
Recent estimates of trade elasticities for agri-food products are close to but lower than the central estimates of 5 for all goods (Xu, 2014, finds 4.2 and
4.8 for agricultural products depending on the estimation method; Tombe, 2015, finds 4 for agricultural products; and Fontagné et al., 2020, find 3 and
4 for agricultural and food products respectively). A lower trade elasticity for agri-food goods would further increase their trade costs relative to other
goods.

3Agri-food products have a weight-to-value ratio in average twice as large as the one of other goods (source: BACI) and Hummels (2007, Table 2)
shows that transportation costs increase with this ratio.
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productivity of land even for crops not grown there. This is made possible by the work of agronomists who use crop
models to simulate how much each piece of land could produce given its soil characteristics and climate. The resulting
measure, yield, represents a partial factor productivity measure but can be considered a key primitive of comparative
advantage within the sector, and has been used as such in many papers discussed in section 4.

This measure and the extent of comparative advantage among crops are depicted in figure 3a for two staples:
maize and wheat. Even for two cereals, potential productivity differences across countries are large and Costinot and
Donaldson (2012) show that these differences provide a good basis to understand crop specializations across countries.
Note also that there are strong productivity differences within countries, a stylized fact that is at the basis of many
important contributions studying the welfare gains from within-country trade in agricultural products (e.g., Costinot and
Donaldson, 2016; Donaldson, 2018).

(a) Potential yield under high input, rain-fed scenario (mean 1961-90 climate)

(b) Potential yield under low input, rain-fed scenario (mean 1961-90 climate)

(c) Relative changes in potential yield due to climate change under the RCP8.5 scenario with CO2 fertilization and the assumptions of
high inputs use and rain-fed cultivation. Comparison between 2071–2100 climate and mean 1961–90 climate.

Figure 3: Agro-ecological potential yields and their possible evolution. Source: calculated using data from the GAEZ
project (IIASA/FAO, 2021).

The same crop models also provide information on the role of intermediate inputs in agricultural production, which
allows us to touch on another source of comparative advantage. Comparing figures 3a and 3b shows that potential
productivity and thus comparative advantage are also a function of the use of modern inputs (fertilizers, modern seeds,
pesticides). Since these inputs are also traded (Farrokhi and Pellegrina, 2021), their trade costs mean that countries have
unequal access to them which in addition to their specific land endowments contributes to shaping their comparative
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advantage.
Finally, comparative advantage is not fixed in time. It evolves with the availability of technology and it will evolve

strongly with climate change. Figure 3c illustrates this possible evolution and shows that comparative advantage patterns
within and between countries will be affected between crops.

3 A common model
Although trade models differ in terms of their supply-side assumptions, they share similar demand structure, trade
frictions, and welfare decompositions. Preferences are mostly represented by a constant elasticity of substitution (CES)
utility function (Dixit and Stiglitz, 1977), or variations of it, because of its high tractability. For trade costs, the iceberg
technology is the second main ingredient of trade models: only a fraction of a good shipped between two places reaches
the destination, the missing share having melted on the way. This ingenious modeling trick devised by Samuelson
(1954) allows integration of positive trade costs without the need to deal explicitly with a transport sector. Hence, Dixit,
Stiglitz and Samuelson form the trinity which economists use to combine different market structures and production
technologies within their trade models.

Our goal in this section is to present and discuss some common features of modern trade models in a flexible
framework which is based on a multi-sector multi-country general equilibrium model of trade that nests the main drivers
of agricultural and food trade in a relatively parsimonious form.

3.1 Import demand
Throughout the chapter, we index importing countries by 𝑗 and exporting countries by 𝑖 (where each country can buy
its own output) while we index food sectors (food product class) by 𝑘 = 1, . . . , 𝐾 (fruits, vegetables, dairy products,
meat, etc.) and non-food sectors 𝑘 = 𝐾 + 1, . . . ,K. Trade literature considers the assumption of separable preferences
and technology. Each product class has a distinct aggregator of varieties of sectors and can be either a final or an
intermediate good. Hence, we can consider that households and producers use two-stage budgeting. The first stage
of the process generates a system for the allocation of total expenditures across sectors 𝑘 (or product groups) while
the second stage of the process produces a system for the allocation of expenditure for a type of product across its
different varieties. For example, consumers are assumed to derive utility from a two-tier utility function𝑈 𝑗 in which the
top tier expresses how consumers aggregate consumption in each product group 𝑘 while the lower tier describes the
consumption of varieties 𝜈 of product 𝑘 , with

𝑈 𝑗 = 𝑈 (𝐶1
𝑗 , . . . , 𝐶

𝐾
𝑗 , 𝐶

𝐾+1
𝑗 , . . . , 𝐶K

𝑗 ), (1)

where 𝐶𝑘
𝑗

is the consumption sub-index of the composite good from sector 𝑘 in country 𝑗 . Such nested structure allows
to consider that within a sector certain varieties are better substitutes than others. The top tier of the utility function is
modeled in different ways in the trade literature. The upper-level is often assumed to be either Cobb-Douglas or a CES
function, but another possibility is to assume food to be separable from non-food goods in consumer preferences (e.g.,
Costinot et al., 2016). This is equivalent to separability of the upper-level utility function in the partition 𝐶F

𝑗
, 𝐶O

𝑗
, where

𝐶F
𝑗
= (𝐶1

𝑗
, ..., 𝐶𝐾

𝑗
) represents the aggregate food consumption and 𝐶O

𝑗
= (𝐶𝐾+1

𝑗
, ..., 𝐶K

𝑗
) is the aggregate outside good

consumption. Hence, the top tier can also express how consumers aggregate broad classes of products (e.g., food and
non-food) and different product groups within each class (𝑈 𝑗 = 𝑈 (𝐶F

𝑗
, 𝐶O

𝑗
)).

Concerning the lower tier, the CES specification is the most often used. The aggregate consumption of the composite
product 𝑘 can be expressed as

𝐶𝑘𝑗 =

{∑︁
𝑖

∫
Ω𝑘
𝑖 𝑗

[
𝜉𝑘𝑖 𝑗 (𝜈)𝑞𝑘𝑖 𝑗 (𝜈)

]1−1/𝜀𝑘
d 𝜈

}𝜀𝑘/(𝜀𝑘−1)

, (2)
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where Ω𝑘
𝑖 𝑗

is the set of varieties 𝜈 of product 𝑘 available in country 𝑗 and produced in country 𝑖, 𝑞𝑘
𝑖 𝑗

is the demand
expressed in country 𝑗 for a variety of product 𝑘 imported from country 𝑖, and 𝜀𝑘 > 1 is the elasticity of substitution
between varieties and is assumed to be constant. 𝜉𝑘

𝑖 𝑗
(𝜈) > 0 encompasses all attributes of variety 𝜈 from 𝑖 other than

price which consumers in 𝑗 value. The standard Dixit-Stiglitz preferences are a special case of (2) with 𝜉𝑘
𝑖 𝑗
(𝜈) = 1. This

implies that the consumer’s expenditure in country 𝑗 for a variety 𝜈 of sector 𝑘 produced in country 𝑖 can be expressed
as follows

𝑥𝑘𝑖 𝑗 (𝜈) = 𝑝𝑘𝑖 𝑗 (𝜈)𝑞𝑘𝑖 𝑗 (𝜈) =
[
𝜉𝑘𝑖 𝑗 (𝜈)

] 𝜀𝑘−1
𝐸 𝑘𝑗

(
𝑃𝑘𝑗

) 𝜀𝑘−1 [
𝑝𝑘𝑖 𝑗 (𝜈)

]1−𝜀𝑘
, (3)

where 𝐸 𝑘
𝑗

is the amount of income allocated to the differentiated product sector 𝑘 and 𝑝𝑘
𝑖 𝑗

is the price of a variety of
product 𝑘 , and 𝑃𝑘

𝑗
is the price index in country 𝑗 , which is defined as

𝑃𝑘𝑗 =

[∑︁
𝑖

(
𝑃𝑘𝑖 𝑗

)1−𝜀𝑘
]1/(1−𝜀𝑘 )

with 𝑃𝑘𝑖 𝑗 ≡
{∫

Ω𝑘
𝑖 𝑗

[
𝑝𝑘𝑖 𝑗 (𝜈)/𝜉𝑘𝑖 𝑗 (𝜈)

]1−𝜀𝑘
d 𝜈

}1/(1−𝜀𝑘 )

, (4)

where 𝑃𝑘
𝑖 𝑗

is the aggregate price of product 𝑘 from country 𝑖 in country 𝑗 . This simple model captures the main ingredients
of the import demand for a variety: its price (𝑝𝑘

𝑖 𝑗
(𝜈)), variety-appeal (𝜉𝑘

𝑖 𝑗
(𝜈)), income, and the quality-adjusted prices of

all varieties through the price index 𝑃𝑘
𝑗
.4 The price index can be interpreted as an index of the toughness of competition

across producers in sector 𝑘 to serve country 𝑗 . Each demand curve shifts downward when the quality-adjusted prices
of varieties available decrease.

Some comments are in order. First, when trade models are enriched by introducing intermediate goods, it is assumed
that, in each sector 𝑘 , they are produced in the exact same way as composite goods for final consumption so that the
sector-level price index 𝑃𝑘

𝑗
measures the aggregate price of varieties of sector 𝑘 in country 𝑗 for both final consumption

and production (exceptions are some works focusing on global value chains, e.g., Antràs and Chor, 2018). In this case,
expenditure 𝐸 𝑘

𝑗
includes the purchases of both final and intermediate consumption goods.

Second, standard trade models impose that all consumers worldwide share the same preferences in the lower tier
(demand symmetry), i.e. 𝜉𝑘

𝑖 𝑗
(𝜈) = 𝜉𝑘 , which is a restrictive assumption. For example, Jäkel (2019) finds that perception

of quality on the domestic market of food products is a poor indicator of export sales in destinations, suggesting that the
foreign consumers differ in their taste for quality. More generally, the empirical evidence shows strong variations in
export sales across firms and across countries of the same product which cannot be explained by production costs alone.
To allow demand to vary (i) across varieties of a product within a country and (ii) across countries for the same variety,
some articles consider that 𝜉𝑘

𝑖 𝑗
(𝜈) differs across destinations and varieties. Empirical works document the importance of

both quality and taste through this parameter for explaining variations in export performance across firms and countries
(Aw-Roberts et al., 2020). Formally, it can be assumed that

𝜉𝑘𝑖 𝑗 (𝜈) = 𝜁 𝑘𝑖 𝑗
[
𝜃𝑘𝑖 𝑗 (𝜈)

] 𝜁 𝑘
𝑗

, (5)

where 𝜁 𝑘
𝑖 𝑗

represents consumer taste for product 𝑘 produced in country 𝑖 (the popularity of varieties produced in a
country varies across destination markets), 𝜃𝑘

𝑖 𝑗
(𝜈) represents the true quality supplied by the producer of variety 𝜈,

and an increase in 𝜁 𝑘
𝑗
> 0 signals greater appreciation for vertically differentiated products. In the standard approach

without vertical differentiation, we have 𝜃𝑘
𝑖 𝑗
(𝜈) = 1. The role of vertical differentiation has received much attention

in trade theory (Gaigné and Larue, 2016; Hallak, 2006; Hallak and Sivadasan, 2013; Kugler and Verhoogen, 2012).
Hallak (2006) considers that 𝜁 𝑘

𝑗
can capture differences across countries in the demand for quality stemming from their

4The CES utility functions imply a taste for variety, and demand for each variety is positive regardless of its price. If individuals consume multiple
units of their preferred variety, Anderson et al. (1992) show that it is possible to yield a demand equation that is observationally equivalent to the CES
demand. The consumer’s taste for each variety is treated as a “random” component which is distributed across varieties in the same way as in the logit
demand system.
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differences in average income, because countries with higher average income consume a larger fraction of high-quality
products. The demand system generated by this type of utility function can capture the positive effect of income
on quality demand at the aggregate level by assuming that 𝜁 𝑘

𝑗
increases with income per capita. The international

heterogeneity in consumer taste also deserves attention. For most food products, taste varies across countries. For
example, import demand for high-quality French cheese may be high in Italy and low in Germany, because food habits in
France are closer to those of Italy than Germany. This role of quality and taste in food trade is discussed in section 5.3.

Third, the vast majority of the trade literature assumes that the perceived and true quality of products do not deviate.
However, not all attributes are perfectly observed by all consumers (Dulleck et al., 2011). If consumers can learn
about the quality level prior to the purchase (search good) or after repeated purchases (experience good), uncertainty
about product quality may prevail. In some cases, consumers cannot perfectly judge the quality even after consumption
(credence goods). There is demand for attributes in food products which cannot be verified by consumers either ex-ante
and ex-post, such as: (i) attributes that have health/safety consequences (e.g., pesticide residues) and (ii) attributes that
are related to production processes such as the environmental costs of production, the living and working conditions
of farmers, use of child labor, use of genetically modified organisms, animal welfare standards, and use of traditional
production process in specific places. In these cases, information asymmetry exists between buyer and seller with
respect to the quality of food products. The introduction of minimum quality standards and the use of geographical
indications can be justified as they can partially solve a real-world information problem. The effects of standards set by
private companies on trade are discussed in section 6.1 while the standards implemented by national governments are
discussed in section 6.2.5

Four, consumer tastes 𝜁 𝑘
𝑖 𝑗

are assumed to be exogenously given. Yet, globalization may affect the formation of taste
(Olivier et al., 2008). Food preferences may be shaped by habit formation (e.g., sugar-rich and fat-rich food addiction)
and the social transmission of preferences. If intergenerational transmission of preferences is likely to play an important
role, globalization may have a growing role in food cultures because of increasing international diffusion of information
and social interactions across individuals living in different countries (Oberländer et al., 2017). Further research should
focus on the role of information and communication technologies in the formation of food preferences.

3.2 Consumer prices and gravity equation
Regardless of the market structure and production technology, trade models share the following general form of prices
paid by the consumers in equilibrium:

𝑝𝑘𝑖 𝑗 (𝜈) = 𝑚𝑘𝑖 𝑗 (𝜈) × mc𝑘𝑖 𝑗 (𝜈) × 𝜏𝑘𝑖 𝑗 , (6)

where 𝑚𝑘
𝑖 𝑗
(𝜈) ≥ 1 is the markup over the marginal cost applied by the producer (with 𝑚𝑘

𝑖 𝑗
(𝜈) = 1 under perfect

competition), mc𝑘
𝑖 𝑗
(𝜈) is the marginal cost of production (of variety 𝜈 exported to country 𝑗), and 𝜏𝑘

𝑖 𝑗
≥ 1 captures the

variable trade costs such as transportation costs, distribution costs (wholesale and retail), and trade policies. Trade costs
borne by exporters, so excluding trade policies, are modeled as iceberg costs and are proportional to the volume shipped
because the amount melted, given by (𝜏𝑘

𝑖 𝑗
− 1)𝑞𝑘

𝑖 𝑗
, is proportional to its volume (the distribution of products therefore

uses resources). Trade costs satisfy the triangle inequality (it is not cheaper to ship a product via a third country rather
than to sell directly to a destination).

The technology of production plays a key role in modern trade models. Marginal costs are assumed in most trade
models to be given by mc𝑘

𝑖 𝑗
(𝜈) = 𝑐𝑘

𝑖
/𝜙𝑘
𝑖 𝑗
(𝜈) where 𝑐𝑘

𝑖
denotes input cost and 𝜙𝑘

𝑖 𝑗
(𝜈) is a (factor-neutral) productivity

shifter. The unit cost 𝑐𝑘
𝑖

can be broken down into different inputs costs (labor, land, intermediate inputs). Even though
factor prices are equalized across industries in competitive factor markets, the unit cost of using a composite factor of

5We do not provide in this chapter a review of the effects of standards set by non-governmental organizations such as fair trade standards which
aim at improving the living and working conditions of farmers in developing countries (see Dragusanu et al., 2014, and Meemken et al., 2021, for a
discussion on the effects of fair trade standards on farmers).
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production 𝑐𝑘
𝑖

can differ across industries 𝑘 in each country due to differences in factor intensity. However, trade models
consider that the unit cost of using a composite factor of production 𝑐𝑘

𝑖
does not vary across suppliers of product 𝑘

located in the same country and with output size. This point is discussed in section 5. The productivity shifter 𝜙𝑘
𝑖 𝑗
(𝜈)

can be split into two components. It is increasing in the producer-specific efficiency parameter 𝑧𝑘
𝑖
(𝑣) and decreasing in

product quality 𝜃𝑘
𝑖 𝑗
(𝜈) (since higher-quality output is more difficult to produce and requires more inputs). Formally, it is

assumed that 𝜙𝑘
𝑖 𝑗
(𝜈) = 𝑧𝑘

𝑖
(𝜈) [𝜃𝑘

𝑖 𝑗
(𝜈)]−𝛼𝑘 where 𝛼𝑘 ≥ 0 is the quality-elasticity of marginal costs so that

mc𝑘𝑖 𝑗 (𝜈) =
𝑐𝑘
𝑖
[𝜃𝑘
𝑖 𝑗
(𝜈)]𝛼𝑘

𝑧𝑘
𝑖
(𝜈)

. (7)

In the standard approach without vertical differentiation 𝜃𝑘
𝑖 𝑗
(𝜈) = 1, implying that the marginal cost of production is not

specific to the destination market and is given by 𝑐𝑘
𝑖
/𝑧𝑘
𝑖
(𝜈).

Markups arise from monopoly power. Under imperfection competition, the markup of firms that produce and
distribute variety 𝜈 is 𝑚𝑘

𝑖 𝑗
(𝜈) = E𝑘

𝑖 𝑗
(𝜈)/[E𝑘

𝑖 𝑗
(𝜈) − 1] where E𝑘

𝑖 𝑗
(𝜈) is the price elasticity of demand faced by the firm

(𝜕 ln 𝑞𝑘
𝑖 𝑗
(𝜈)/𝜕 ln 𝑝𝑘

𝑖 𝑗
(𝜈)). Most trade models with imperfect competition assume a continuum of producers, implying

monopolistic competition. Combined with CES demand systems, monopolistic competition implies that the price
elasticity of demand is equal to the elasticity of substitution (E𝑘

𝑖 𝑗
(𝜈) = 𝜀𝑘) and markup is invariant over destinations and

over producers as 𝑚𝑘
𝑖 𝑗
(𝜈) = 𝜀𝑘/(𝜀𝑘 − 1) ≡ 𝑚𝑘 . As a result, under a continuum of producers and CES demand, the

delivered price without vertical differentiation equals the factory(farm)-gate price 𝑝𝑘
𝑖
(𝜈) times trade costs 𝜏𝑘

𝑖 𝑗
, where

𝑝𝑘
𝑖
(𝜈) = 𝑐𝑘

𝑖
/𝑧𝑘
𝑖
(𝜈) under perfect competition and 𝑝𝑘

𝑖
(𝜈) = 𝑚𝑘𝑐𝑘

𝑖
/𝑧𝑘
𝑖
(𝜈) under monopolistic competition. Variable

markup and its implications are discussed in section 5.5.
We are now equipped to determine the value of aggregate bilateral trade at the product group level 𝑘 , given by

𝑋 𝑘
𝑖 𝑗

=
∫
Ω𝑘
𝑖 𝑗

𝑥𝑘
𝑖 𝑗
(𝜈) d 𝜈 = 𝐸 𝑘

𝑗
(𝑃𝑘

𝑗
/𝑃𝑘

𝑖 𝑗
)𝜀𝑘−1. By imposing that budget constraints are met and the prices of factors and

varieties are such that all markets clear (full general equilibrium), this bilateral trade equation corresponds to a structural
gravity equation. Indeed, assuming a continuum of producers and plugging equations (5)–(7) into equations (3) and (4)
imply

𝑋 𝑘𝑖 𝑗 = 𝐸
𝑘
𝑗 (𝑃𝑘𝑗 )𝜀

𝑘−1 (𝑚𝑘𝑐𝑘𝑖 𝜏𝑘𝑖 𝑗 )1−𝜀𝑘 (𝑍 𝑘𝑖 𝑗 )𝜀
𝑘−1 with 𝑍 𝑘𝑖 𝑗 ≡ 𝜁 𝑘𝑖 𝑗

{∫
Ω𝑘
𝑖 𝑗

[𝑧𝑘𝑖 (𝜈)] 𝜀
𝑘−1 [𝜃𝑘𝑖 𝑗 (𝜈)]

Λ𝑘
𝑗 d 𝜈

}1/(𝜀𝑘−1)

, (8)

with Λ𝑘
𝑗
≡ (𝜀𝑘 −1) (𝜁 𝑘

𝑗
−𝛼𝑘) and where 𝑍 𝑘

𝑖 𝑗
captures the role of heterogeneity in productivity and quality in international

trade which depends on the assumptions about consumers taste, market structure, and technology.6 It is straightforward
to check that

∑
𝑖 𝑋

𝑘
𝑖 𝑗

= 𝐸 𝑘
𝑗
. An additional accounting identity must hold: the total value of production equals

the sum of exports to all destinations 𝑌 𝑘
𝑖

=
∑
𝑗 𝑋

𝑘
𝑖 𝑗

. This condition and (8) imply 𝑌 𝑘
𝑖
/𝑌 𝑘 = (𝑚𝑘𝑐𝑘

𝑖
Π𝑘
𝑖
)1−𝜀𝑘 with

𝑌 𝑘 =
∑
𝑖 𝑌

𝑘
𝑖
=

∑
𝑗 𝐸

𝑘
𝑗
, i.e. world sales equal world expenditure, and (Π𝑘

𝑖
)1−𝜀𝑘 =

∑
𝑗 (𝜏𝑘𝑖 𝑗/𝑃𝑘𝑗 )1−𝜀𝑘 (𝐸 𝑘

𝑗
/𝑌 𝑘) (𝑍 𝑘

𝑖 𝑗
)𝜀𝑘−1

described by Anderson and Wincoop (2003) as “outward multilateral resistance” (OMR hereafter). This index is a
weighted average of all bilateral trade costs for the producers in each country which accounts also for selection effects
through 𝑍 𝑘

𝑖 𝑗
. Using this index, the price index (4) can be rewritten as (𝑃𝑘

𝑗
)1−𝜀𝑘 =

∑
𝑖 (𝜏𝑘𝑖 𝑗/Π𝑘𝑖 )1−𝜀𝑘 (𝑌 𝑘

𝑖
/𝑌 𝑘) (𝑍 𝑘

𝑖 𝑗
)𝜀𝑘−1

and defined as “inward multilateral resistance” (IMR hereafter). This index represents a weighted average of all the
bilateral trade costs that fall on the consumers in each country and the quality-adjusted productivities of the suppliers.
This index measures the degree of competition in destination markets. Hence, we obtain a generalized version of the
structural gravity equation developed in Anderson and Wincoop (2003) which combines the intensive and extensive

6Productivity and appeal (quality or taste) are isomorphic under the assumption of CES preferences. When productivity and appeal are exogenous
parameters, they enter equilibrium firm revenue in the same way.
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margins of trade:

𝑋 𝑘𝑖 𝑗 =
𝑌 𝑘
𝑖
𝐸 𝑘
𝑗

𝑌 𝑘

(
𝜏𝑘
𝑖 𝑗

Π𝑘
𝑖
𝑃𝑘
𝑗

)1−𝜀𝑘 (
𝑍 𝑘𝑖 𝑗

) 𝜀𝑘−1
. (9)

The first ratio in the right-hand side (RHS hereafter) of this equation corresponds to the frictionless trade flows, the
second ratio captures the role of relative trade costs, and the last term indicates the role of heterogeneity across producers
through a selection mechanism to reach foreign markets. In a frictionless and homogeneous world, each destination
would face the same price (𝑝𝑘

𝑖
) so that each country 𝑗 spends a proportion of its total expenditure on imports from every

other country 𝑖 that is equal to the country 𝑖’s share in world sales (𝑌 𝑘
𝑖
/𝑌 𝑘). The second ratio on the RHS reveals how

relative trade costs modify this relationship. Through the IMR and OMR indices in the second ratio, the bilateral flows
account for the set opportunities of the importers and exporters (each exporter has multiple possible destinations and
each importer has multiple possible origins). The term (𝑍 𝑘

𝑖 𝑗
)𝜀𝑘−1 reflects changes at the extensive margin, i.e., changes

in the set of varieties imported in country 𝑗 from country 𝑖. In a world endowed with homogeneous producers, we fall
back on the gravity equation à la Anderson-van Wincoop (𝑍 𝑘

𝑖 𝑗
is dropped). Fally (2015) showed that the IMR and OMR

indices can be recovered from the importer and exporter fixed effects in the trade equation estimated by Poisson pseudo
maximum likelihood (see Feenstra, 2016, for more details on the methods used to estimate trade equations).

3.3 Trade and welfare
The welfare impacts of freer trade or protectionism measures have received much attention because modern gravity-based
trade models are amenable to sufficient-statistic formulas for the welfare consequences of foreign shocks or changes in
trade policy (Arkolakis et al., 2012; Costinot and Rodríguez-Clare, 2014) that are functions of (i) observable shares (the
share of expenditures on domestic products, the share of intermediates in production, the share of expenditures on a
product, the share of total revenue generated from a sector, etc.), and (ii) key elasticities in particular the elasticity of
bilateral imports with respect to variable trade costs (trade elasticity).7 This new approach complements traditional
welfare decompositions (a deadweight loss, a terms-of-trade effect, a markup effect, etc.) that are still useful in several
settings (see, e.g., section 4.2.3) with an approach that can be applied to analyze non-marginal shocks and so compare
gains from trade across trade model generations.

The gains associated with international trade are not difficult to compute with homothetic preferences. Assuming that
the first tier of the utility function is a Cobb-Douglas and the lower level is a CES, the indirect utility of a representative
consumer in country 𝑗 is given by 𝑉 𝑗 = 𝑅 𝑗 (𝑃O

𝑗
)−𝛽

O
𝑗
∏𝐾
𝑘=1 (𝑃𝑘𝑗 )

−𝛽𝑘
𝑗 where

∑𝐾
𝑘 𝛽

𝑘
𝑗
+ 𝛽O

𝑗
= 1, 𝑃O

𝑗
is the price index of

the aggregate outside good, and 𝑅 𝑗 is the total income in country 𝑗 derived from factor income (labor and land) and
profits of firms located in 𝑗 (if any). Standard calculations show that 𝑃𝑘

𝑗
= (𝜆𝑘

𝑗 𝑗
)1/(𝜀𝑘−1)𝑃𝑘

𝑗 𝑗
where 𝜆𝑘

𝑗 𝑗
≡ 𝑋 𝑘

𝑗 𝑗
/𝐸 𝑘

𝑗
is the

share of expenditure on domestic varieties of product 𝑘 . Hence, regardless of assumptions about market structure and
production technology, the log change in real income associated with an arbitrary shock can be expressed as8

ln �̂� 𝑗 = −
𝐾∑︁
𝑘=1

𝛽𝑘
𝑗

𝜀𝑘 − 1
ln �̂�𝑘𝑗 𝑗 −

𝐾∑︁
𝑘=1

𝛽𝑘𝑗 ln �̂�𝑘𝑗 𝑗 + ln
[
�̂� 𝑗

(
�̂�O
𝑗

)−𝛽O
𝑗

]
. (10)

This change can be decomposed into three components. The first component of the RHS of (10) is common to trade
models based on a CES demand system and represents the change in the own trade share in product 𝑘 . It measures
only the consumption-related welfare gains associated with trade openness and does not take account of the effects
on domestic markets. The magnitude of this effect depends on the price elasticity of import demand (𝜀𝑘 − 1) and the

7Although there are some differences, this approach is related to the literature in public economics on the welfare consequences of changes in
policy which can be expressed as functions of high-level elasticities rather than deep primitives. This “sufficient statistics approach” combines the
advantages of both reduced-form approaches and structural models (see Chetty, 2009).

8Any variable with a hat indicates a proportional change, i.e., �̂� = 𝑥′/𝑥, a notation popularized by Dekle et al. (2007) and denoted “exact hat
algebra”.
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share of expenditures allocated to product 𝑘 (𝛽𝑘
𝑗
). The second and third terms capture the effects on the price index

of domestic varieties and on income, respectively. The magnitude of these effects depends on assumptions on the
supply-side of the economy (i.e., market structure and technology) and involves selection effects and variety effects.
Using equations (4)–(6), the marginal change in the aggregate price of domestic varieties is

ln �̂�𝑘𝑗 𝑗 = ln 𝑐𝑘𝑗 − ln �̂� 𝑘𝑗 𝑗 , (11)

where 𝑐𝑘
𝑗

captures the changes in input prices (which depend on assumptions about technology production) while
�̂� 𝑘
𝑗 𝑗

≠ 1 implies a selection mechanism and/or a change in the number and the quality of domestic varieties. For
example, a higher average quality of domestic varieties and average productivity of domestic producers due to tougher
import competition lower the aggregate price of domestic varieties, and in turn, improve welfare. In contrast, more
foreign competition can force the exit of the least productive producers implying a lower set of domestic varieties and a
higher aggregate price of domestic varieties. The net welfare effect is therefore ambiguous and depends on supply-side
assumptions. We will see in the next two sections that �̂�𝑘

𝑗 𝑗
and �̂�O

𝑗
are also a function of the change in the own trade

share in product 𝑘 and in the aggregate outside good, respectively, as well as other observable shares such as the share
of intermediates in production.

We discuss the impact of trade openness (i.e., a lower share of home spending on domestic products) on real income,
holding other RHS variables constant (abstracting from the effects on domestic markets) as they are discussed in the next
sections. The consumer gains from more trade openness shrink as the elasticity of substitution increases, indicating that
the imported varieties are close substitute for domestic varieties. By combining UNIDO data on domestic production
and BACI data on bilateral trade flows from BACI, we can compute 𝛽𝑘

𝑗
and 𝜆𝑘

𝑗 𝑗
.9 The price elasticity of bilateral imports

is inferred from the available trade data which give information on quantity (generally in kilograms) and price (unit
value). Its estimation requires only assumptions about the demand system, an appropriate identification strategy to
deal with the simultaneous determination of import prices and quantities, and an export supply function which is often
assumed to be a flexible upward-sloping curve. However, no assumption on market structure and production technology
is needed. Using this approach developed by Feenstra (1994) and Broda and Weinstein (2006), Imbs and Mejean (2017)
and Ossa (2015) estimate the sensitivity of trade to price adjustments. The price elasticity estimates obtained by Ossa
(2015) range from 2 to 18 for the agriculture and food industries with a mean of 4.3.

The gains from trade in country 𝑗 are measured as the absolute value of the percentage change in real income that
would be associated with moving to autarky in country 𝑗 . Starting in 2014, the Russian ban on agri-food imports from
several Western countries provides a rare opportunity to compute the effects of an elimination of trade from partner
countries. Before the ban, Russia imported around 40% of its agri-food consumption and the ban covers 35% of these
imports. From Russian data, Cheptea and Gaigné (2020) quantified the impact of the Russian food embargo on the real
incomes of Russian consumers. Abstracting from selection and variety effects, they report that the ban induced a 0.21%
drop in Russian consumers’ real income. This represents =C18 of average Russian consumer’s 2013 revenue. The welfare
consequences associated with a counterfactual scenario in which countries move to food self-sufficiency can also be
computed. For example, if France moved to food autarky where agriculture and food imports are zero (𝜆𝑘

𝑗 𝑗

′
= 1 with

𝑘 = 𝐴, 𝐹, 𝐴 for agricultural sector and 𝐹 for food processing industry), real income would decline by 0.98% without
taking account of the adjustments in domestic markets.10 Under these circumstances, the return to food self-sufficiency
in France would be equivalent to a decrease in per household annual income of =C415. We discuss in sections 4 and 5
how the supply-side assumptions affect the magnitude of costs from moving to food autarky.

9See Imbs and Mejean (2017) for a description of the methodology.
10According to the French national account in 2018, the share of imports in the consumption of agricultural and food products was approximately

19% and 25%, and the share of total expenditure of households allocated to agricultural and food products was approximately 2.9% and 14.9%. We
take the elasticities of agriculture and food demand to be 5 as in section 2. Note that the cost of moving to food autarky is sensitive to the level of
aggregation, as pointed out by Ossa (2015).
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3.4 Discussion: non-homothetic preferences and hidden costs
The demand systems based on CES preferences imply that income elasticities of trade flows do not vary across products
and are equal to 1 (homothetic preferences). This convenient simplification allows a focus on the supply side to explain
the causes and consequences of trade. This convenience is at odds with the empirical evidence, and especially Engel’s
law which states that the food share is inversely related to income or total expenditures (income elasticities of food
expenditures are less than 1), but also the large variations across products and countries in the income elasticities of
food demand (Féménia, 2019) and of food import demand (Feenstra and Hong, 2022; Gohin and Féménia, 2009). In
practice, assuming homotheticity of preferences is problematic for three types of research questions: in the case when
(i) income distribution and income per capita are important determinants of trade in agricultural and food products
between countries, (ii) the gains from agricultural trade liberalization are unequal across consumers within countries,
and (iii) counterfactual shocks are expected to have large income effects. We discuss the first two points below. The
third point is relevant only for a few large shocks such as climate change (see section 4.2.3) but not for most agricultural
policy changes, and the discussion of the first point is relevant in this case.

First, differences in income elasticities across products and per-capita income can shape international trade. The role
of non-unitary income elasticities in explaining trade flows was introduced in Linder (1961) and has recently received
much interest. Linder predicts that trade volumes are larger across countries with similar per-capita income levels. Rich
countries develop comparative advantage in high-income elastic products and non-homotheticity reduces trade volumes
among countries with different per-capita expenditure levels. The modern trade literature uses various representations
of non-homothetic preferences to study the role of income per capita heterogeneity across trading countries.

The simplest way to get non-homotheticity is to consider nested preference structures with Stone-Geary utility
functions in the upper stage (yielding a linear expenditure system) and CES in the lower stage (as in Bergstrand, 1989).
However, this approach is not a good fit with the data since it implies that marginal expenditures are constant and income
elasticities are very sensitive to income. A solution to this problem is to consider directly-additive utility functions
generating variable income elasticities. For example, Fieler (2011) uses “constant relative income elasticity” preferences
(formally (1) is given by𝑈 𝑗 =

∑
𝑘 (𝐶𝑘𝑗 )

1−1/𝜎𝑘
𝑗 where 𝜎𝑘

𝑗
govern the price elasticity and income elasticity of demand).11

She shows that average per-capita income has an increasing effect on trade while population size has no influence on
trade. This result conflicts with the standard gravity equation where elasticities of trade with respect to income per
capita and to population are identical. However, own-price elasticities and income elasticities of demand are linked
under a directly-additive utility.12

The literature on the role of the agricultural sector in structural change uses preferences allowing for good-specific
parameters which control income elasticities of demand. Boppart (2014) considers a “Price Independent Generalized
Linearity” (PIGL) preference class. In our context, PIGL preferences can be represented by an indirect utility function
(in the upper stage) of the following form 𝑉 𝑗 = (𝑅 𝑗/𝑃O

𝑗
) 𝜍/𝜍 − (𝛽/𝜎) (𝑃F

𝑗
/𝑃O

𝑗
)𝜎 where 0 ≤ 𝜍 ≤ 𝜎 < 1 and 𝑃F

𝑗
is

the price index of the aggregate food good.13 It follows that 𝜍 = 0 implies homothetic preferences and 𝜎 = 𝜍 = 0
corresponds to the indirect (log-transformed) Cobb-Douglas utility function. Applying Roy’s identity, the demand
for food is 𝐶F

𝑗
= 𝛽(𝑅 𝑗 )1−𝜍 (𝑃F

𝑗
)−(1−𝜎) (𝑃O

𝑗
) 𝜍−𝜎 so that the income elasticity of demand for food (given by 1 − 𝜍)

is constant but less than unity. An alternative approach is to use the implicitly additive preferences developed by
Hanoch (1975) which also allow for good-specific parameters which govern variable elasticities of demand with respect
to income. Matsuyama (2019) introduced this type of preference with constant elasticity of substitution (named as
non-homothetic CES preferences) in a general equilibrium multi-sector trade model. In our context, the utility function

11We are back to standard homothetic CES preferences if 𝜎𝑘
𝑗
= 𝜎 𝑗 .

12Under such preferences, income elasticity of demand for a good in a country is equal to own-price elasticity 𝜎𝑘
𝑗

times the inverse of the
consumption-weighted average of 𝜎𝑘

𝑗
.

13The general form is [𝑅/𝐴(p) ] 𝜍 /𝜍 − 𝐵(p) where p is the vector of the price of goods and the functions 𝐴(p) and 𝐵(p) are homogeneous of
degree 1 and 0, respectively.
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in the upper stage (1) can be defined implicitly through the following constraint[
𝛽F𝑗

(
𝑈 𝑗

) 𝜍F−𝜎 𝑗

(
𝐶F
𝑗

)𝜎 𝑗−1
]1/𝜎 𝑗

+
[
𝛽O𝑗

(
𝑈 𝑗

) 𝜍O−𝜎 𝑗

(
𝐶O
𝑗

)𝜎 𝑗−1
]1/𝜎 𝑗

= 1, (12)

where 𝜍F and 𝜍O control the income elasticity of the demand for food and for outside goods, respectively (sector-specific
income elasticities while keeping the constant elasticity of substitution 𝜎𝑗 between aggregate food consumption and the
aggregate outside good). Notice that (12) becomes the standard homothetic CES if 𝜍F = 𝜍O = 1. Using cross-country
data on agricultural and non-agricultural sectors, Liao and Wang (2018) find that non-homothetic CES preferences fit
empirical patterns better than Stone-Geary-CES preferences.

Second, trade has a distributional impact through an expenditure channel. As expenditure shares in food products vary
with income, the impact of a trade-induced change in the prices of food products varies according to consumers’ income.
Because low-income consumers have larger food expenditure shares than richer consumers, more imports implying
lower quality-adjusted prices of food may have a stronger positive effect on low-income consumers. Fajgelbaum and
Khandelwal (2016) and Nigai (2016) study the gains from trade across households by allowing for income heterogeneity
within countries. The approach developed in Fajgelbaum and Khandelwal (2016) embeds Deaton and Muellbauer’s
(1980) almost ideal demand system (AIDS) preference structure in the upper stage (1) (food, manufacturing and services)
into a standard model of international trade. Using aggregate trade data from many countries, they find that falling
costs of importing in the food sector exhibits a pro-poor bias. In addition, a pro-poor bias arises from the fact that poor
households spend relatively more in sectors that are more traded (food and manufacturing sectors), while high-income
individuals consume relatively more in the least traded sectors (services). However, the choice of the demand system
can have a significant impact on the quantification of distributional effects of trade. Using the data from Fajgelbaum and
Khandelwal (2016), Borusyak and Jaravel (2021) find that (i) the import shares on food expenditure for poorest (resp.,
richest) households imputed by AIDS imply too high (resp., low) values and (ii) the pro-poor expenditure channel of
trade becomes small with a demand system derived from (12). From US detailed expenditure data, they also document
that import shares in expenditures do not vary across households according to their income when the levels of product
aggregation are low and indirect import spending through imported inputs is taken into account.

Once it is recognized that non-homotheticity of food import demand can play a significant role in determining
trade patterns and the heterogeneous welfare gains and losses from trade, the choice of non-homothetic preferences to
improve trade models remains an open question. Another open question is how to use non-homothetic utility functions
to capture that as consumers become richer, they spend less on food goods but also switch from low-quality food to
high-quality food given the problem that one cannot interpret the high income-elastic goods as high-quality goods and
the low income-elastic goods as low-quality.14

Furthermore, the research on the impact of trade on consumers focuses mainly on price, quality, and the number of
varieties. More trade is expected to provide welfare gains to consumers from access to new import varieties and lower
quality-adjusted prices. Yet, empirical studies document that rising trade exposure is also associated with hidden costs
for consumers, whose assessment is crucial for a correct evaluation of the net welfare gains from trade. A growing
strand of literature has started to quantify the trade adjustment costs associated with the changes in dietary patterns and
associated health outcomes. For example, Giuntella et al. (2020) study the case of Mexico’s increased imports of food
from the US since the late 1980s and following NAFTA. They apply a shift-share approach to explain the change in the
share of obesity at state level as a function of the exposure to US food imports, using the initial food share expenditures
as shares in a shift-share approach. They provide evidence of a causal link of US exports on obesity in Mexico which
explains 20% of the increase between 1988 and 2012. The main mechanism they identify is the price lowering effect
of higher imports. Using German reunification as a clean natural experiment, Dragone and Ziebarth (2017) identify
another mechanism contributing to increased body weight: availability of novel food enabled by trade. Following

14There are different types of food products: some are inferior goods (negative income elasticity) others are luxury goods (income elasticity greater
than 1).
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reunification, East Germans increased their consumption of formerly unavailable western food beyond consumption
by West Germans. This difference in consumption of novel food persisted for several years and explains significant
weight gain among East Germans. Last, food preferences can be also shaped by the development of communication
technologies, which has increased international transmissions of information and contacts across individuals living
in different countries. This social dimension of globalization has a positive effect on the national supply of animal
proteins and sugar, as well as on mean body mass index, according to Oberländer et al. (2017). The quantification of
trade-induced costs related to food consumption represents a critical area for future research.

4 Comparative advantage
Welfare gains from trade are a common object of study for textbook trade models but for a long time were not studied in
the context of models able to capture the main characteristics of international trade data. Eaton and Kortum (2002)
changed this and contributed to the development of a rich literature analyzing the gains from trade in various settings
(see Costinot and Rodríguez-Clare, 2014, for a model-oriented presentation of this literature). This section takes stock
of the application of this literature to the agricultural sector, with a focus on historical evidence from large trade costs
reductions and counterfactual analysis of the gains from trade in relation to the agricultural sector. In addition, it
includes analyses of the gains from trade under uncertainty, a common situation in agricultural markets which are very
volatile. However, the analysis of market volatility is much less amenable to using the tools developed for standard trade
models.15

4.1 Theory: main modeling elements
Here, we provide modeling elements that are common to most of the papers presented in this section. Corresponding to
the demand-side elements already introduced we include the supply-side of a model focused on comparative advantage,
where the source of the gains from trade comes from Ricardian differences in productivity (à la Eaton and Kortum,
2002), Heckscher-Ohlin-Samuelson differences in factor endowments (labor and land), and different uses of intermediate
inputs.

Each product 𝑘 exists along a continuum of varieties 𝜈 ∈ [0, 1]. Production of a variety is obtained by combining
land, labor, and intermediate inputs using a CES function. The unit cost function then has the form 𝑐𝑘

𝑖
/𝑧𝑘
𝑖
(𝜈) with

𝑐𝑘𝑖 =

[(
𝛾
𝑘,land
𝑖

) 𝜅𝑘
𝑖

(
𝑤land
𝑖

)1−𝜅𝑘
𝑖 +

(
𝛾
𝑘,labor
𝑖

) 𝜅𝑘
𝑖

(
𝑤labor
𝑖

)1−𝜅𝑘
𝑖 +

(
𝛾
𝑘,input
𝑖

) 𝜅𝑘
𝑖

(
𝑤
𝑘,input
𝑖

)1−𝜅𝑘
𝑖

]1/(1−𝜅𝑘
𝑖
)
, (13)

where the 𝛾𝑘,x
𝑖

≥ 0 are productivity shifters, 𝑤labor
𝑖

is the return to labor, assumed to be perfectly mobile between sectors,
𝑤land
𝑖

is the return to land, 𝑤𝑘,input
𝑖

is the price of intermediate inputs, and 𝜅𝑘
𝑖
∈ (0,∞) is the elasticity of substitution

between factors and material inputs. 𝑧𝑘
𝑖
(𝜈) characterizes the efficiency in producing the variety 𝜈 of crop 𝑘 in country 𝑖

and follows a Fréchet distribution with a shape parameter 𝜘𝑘 > 0, with 𝜘𝑘 > 𝜀𝑘 − 1, and a scale parameter Γ̄𝑘Z𝑘
𝑖
≥ 0,

where Γ̄𝑘 ≡ [Γ(1 + (1 − 𝜀𝑘)/𝜘𝑘)]1/(1−𝜀𝑘 ) is a scaling parameter and Γ(·) is the Gamma function.16 Z𝑘
𝑖

determines
how productive country 𝑖 is in producing all varieties of crop 𝑘 , while 𝜘𝑘 is common across countries and determines
the variance of productivities.

It is common to account also for the fact that land is heterogeneous within a country in its productivity for growing
crop 𝑘 , thus limiting the extent to which land can be reallocated across crops. It is not strictly necessary to introduce it
here, so we rely on a simpler assumption of perfect factor mobility within country. See the discussion in Costinot et al.
(2016), Farrokhi and Pellegrina (2021), Hertel (2002), and Sotelo (2020) for various approaches to this question.

15The distinction between gains from trade under certainty and uncertainty in a comparative advantage context is borrowed from Donaldson (2019).
16The cumulative distribution function of a Fréchet distribution with shape parameter 𝜘 > 0 and scale parameter 𝑠 > 0 is given by Pr(𝑋 ≤ 𝑥 ) =

exp(−(𝑥/𝑠)−𝜘 ) if 𝑥 > 0.
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In this section, we assume perfect competition, so a trader will source its imports from the cheapest exporter, leading
prices of a variety to obey

𝑝𝑘𝑗 (𝜈) = min
𝑖

{
𝑝𝑘𝑖 𝑗 (𝜈)

}
, (14)

where, in the absence of markups and quality differences, the price of a variety is given by the product of the unit cost
and the trade cost, 𝑝𝑘

𝑖 𝑗
(𝜈) = 𝑐𝑘

𝑖
𝜏𝑘
𝑖 𝑗
/𝑧𝑘
𝑖
(𝜈). The key methodological innovation in the modeling approach in Eaton and

Kortum (2002) is to use the properties of the extreme value distributions to render tractable equation (14). Since 𝑧𝑘
𝑖

is Fréchet distributed, this implies that 𝑐𝑘
𝑖
𝜏𝑘
𝑖 𝑗
/𝑧𝑘
𝑖
(𝜈) is Weibull distributed with shape 𝜘𝑘 and scale 𝑐𝑘

𝑖
𝜏𝑘
𝑖 𝑗
/Γ̄𝑘Z𝑘

𝑖
. The

properties of the Weibull distribution imply that the probability that country 𝑖 provides the lowest price of variety 𝜈 of
product 𝑘 is

𝜆𝑘𝑖 𝑗 =

(
𝑐𝑘
𝑖
𝜏𝑘
𝑖 𝑗
/Z𝑘

𝑖

)−𝜘𝑘
∑
𝑛

(
𝑐𝑘𝑛𝜏

𝑘
𝑛 𝑗
/Z𝑘

𝑛

)−𝜘𝑘 . (15)

where we assumed that 𝜉𝑘
𝑖 𝑗
(𝜈) = 𝜉𝑘 . Since all varieties of a product share the same production function and the same

probability distribution for 𝑧𝑘
𝑖
, 𝜆𝑘
𝑖 𝑗

also corresponds to the budget share of imports in 𝑗 coming from 𝑖. It is simple to
relate equation (15) to the gravity equations (8) and (9): the properties of extreme-value distributions allow us to derive
the price index of imports, (𝑃𝑘

𝑗
)−𝜘𝑘 ≡ ∑

𝑛 (𝑐𝑘𝑛𝜏𝑘𝑛 𝑗/Z𝑘
𝑛 )−𝜘

𝑘 , and the 𝑍 𝑘
𝑖 𝑗

follows: 𝑍 𝑘
𝑖 𝑗
= Z𝑘

𝑖
(𝜆𝑘
𝑖 𝑗
)1/(𝜀𝑘−1)−1/𝜘𝑘 . So this

model presents a standard gravity equation with 𝜘𝑘 playing the role of the trade elasticity. The equivalence between the
trade elasticity and the shape of the heterogeneity of firms’ productivity is leveraged in many studies due to the ease to
estimate the former using only information on aggregate trade flows.17

The modeling trick proposed by Eaton and Kortum (2002) of using an extreme-value distribution to obtain tractable
solutions for a maximization with a finite number of alternatives is now ubiquitous in the literature and is used for other
contexts than the representation of trade. In the papers referred to in this chapter, it is used also to represent crop choice
(Costinot et al., 2016), technology choice (Aggarwal et al., 2018), and household location choice (Conte et al., 2021).

One of the problems involved in empirically validating comparative advantage models such as this is lack of
observability of the potential productivity of sectors that do not produce in equilibrium. However, as shown by stylized
fact #4 the agricultural sector is specific in this respect: thanks to the agronomists crop models, we have estimates of
potential productivity even for land that is not cultivated. Using the GAEZ project estimates, Costinot and Donaldson
(2012) propose a simple test of Ricardian theory based on confirming whether the log crop output predicted at country
level by a simple linear programming model (a simplified version of the above model with land as the only input
and an infinite trade elasticity) based only on observed prices and potential yield, is similar to the log observed crop
output. The estimated slope coefficient is 0.21. Given the simplicity of the framework which ignores many other
determinants of crop production that we will study in what follows, this is a remarkable confirmation that Ricardo’s
theory of comparative advantage is relevant to explain today’s global crop allocation.

4.2 Gains from trade under certainty
Most of the results presented in this section have been obtained using the so-called “New Quantitative Trade Models”,
built using the elements described above (for more on these models see Costinot and Rodríguez-Clare, 2014). Except
for the Eaton-Kortum specification replacing often the Armington assumption, these models have very similar structure
as the earlier computable general equilibrium (CGE) models applied to this sector (Hertel, 2002). The differences
between these strands of literature are less related to the elementary building blocks and the solution methods, which are
common, and more to the model applications and model development philosophy. A New Quantitative Trade Model is
generally built for one purpose and used in one paper, which promotes parsimony, while CGE models are generally built

17However, Simonovska and Waugh (2014) show that neglecting disaggregate information is likely to bias the trade elasticity estimates.
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for repeated uses in policy settings, where more emphasis will be on modeling many details of policies and specific
markets.

4.2.1 Specialization

The gains from trade tend to be studied in settings that include several countries and trade between countries but this
poses important empirical challenges due to limited information on the changes to international trade costs and the fact
that these costs can change for political reasons. Working with domestic trade costs removes some of these problems. In
addition, analyzing a situation where domestic trade costs decrease from very high levels provide the rare opportunity to
observe a textbook-like evolution from autarky to integrated market (see also Donaldson, 2019, on this). There is a
strand of work which studies the outcome of domestic trade cost reductions. It tends to focus on agriculture because the
periods of strong reductions in domestic trade costs are often periods when economies were still mostly agrarian.

A groundbreaking paper in this literature is Donaldson’s (2018) “Railroads of the Raj”. He studies the benefits
derived from the development of railroads in colonial India using a simpler model than the one presented above: the
various regions in the model are assumed to be India’s regions, land is the only productive factor, there are no intermediate
inputs, and agricultural products are the only goods. Under these assumptions, after simplifying equation (10), welfare
in period 𝑡 takes a simple form:

ln𝑉 𝑗𝑡 = Ξ +
𝐾∑︁
𝑘=1

𝛽𝑘𝑗 lnZ𝑘
𝑖𝑡 −

𝐾∑︁
𝑘=1

𝛽𝑘
𝑗

𝜘𝑘
ln𝜆𝑘𝑗 𝑗𝑡 , (16)

where Ξ is a constant. This equation shows that the trade share, 𝜆𝑘
𝑗 𝑗𝑡

, is a sufficient statistic for welfare in the sense
that the effect of access to the railroad network should be captured by this variable. This equation allows to a linking
between the annual data and the Ricardian model. Welfare in the data corresponds to real income (i.e., the value of
agricultural production divided by the price index), the trade share of a district to itself is obtained from the Ricardian
model prediction estimated using its gravity structure, and the productivity can be approximated by rainfall. Donaldson
(2018) shows that a district real income, corrected for rainfall, is increased by access to a railroad. However, this positive
effect is halved if the predicted trade share is included as a control. This result demonstrates that the gains from domestic
trade in agricultural products are in large part consistent with the mechanisms of the Ricardian model: lower trade costs
enabled India’s districts to exploit their Ricardian comparative advantage.

A simple Ricardian model also provides important insights into the role of trade costs in determining the value of
land as Donaldson and Hornbeck (2016) demonstrate using a model of agricultural trade among US counties. This work
is also informative about welfare effects because in their setting with fixed utility, welfare impacts are capitalized into
land values. Compared to the above model, they assume one aggregate agricultural sector, a Cobb-Douglas technology,
perfect labor mobility between counties, and perfect capital mobility (but no intermediate inputs). Using this model,
they find a sufficient statistic expression of the log of the land rental rate: it is a function of the land productivity and a
measure of market access which is negatively related to the price index 𝑃𝑘

𝑗
. The price index summarizes market access

because it combines the prices of the trading partners and the associated distance to trade with them. It accounts also for
the network effect of trade: the lowering of trade costs between partners will be reflected in the price index. Using this
theoretical insight, Donaldson and Hornbeck (2016) regress the log value of agricultural land on a measure of market
access which accounts for the fall in transport costs allowed by the expansion of the railroad network in the late 18th

century. They find that increased market access increases the value of land to the extent that removing all railroads in
1890 would have decreased the total value of US agricultural land by 60%.

Another approach to analyze the gains from economic integration and to compare them to the benefits from
productivity gains is the backcasting exercise proposed by Costinot and Donaldson (2016). They use a linear
programming model of US agriculture (a simple Ricardian model between US counties with land as the only factor of
production and an infinite trade elasticity) to recover historical prices (and thus trade costs) and productivity shifters
from 1880 to 1997. This exercise rests on the key insight that with a few assumptions the production possibility frontier

18



is observable in agriculture at one point in time thanks to the crop potential yields simulated by agronomists (see stylized
fact #4). Provided that the pattern of comparative advantage does not change between the pixels within a county, it is
possible to use the model optimality conditions combined with observations of the value of agricultural output, the
quantity produced, and the corresponding acreages to recover the prices and productivity shifters. Using this model and
recovered information, Costinot and Donaldson (2016) simulate two counterfactual scenarios: the first removes the
observed reductions in domestic transport costs between counties and the second removes the observed increases in crop
productivity. They find that the reductions in transport costs led to a 1.5% annual growth rate in real output between
1880 and 1920 and a 1% growth rate between 1954 and 1997. The effect of the productivity increases is similar to that
of transport costs reductions. These results show that in agriculture the historical gains from specialization allowed by
better trade integration are very important and commensurate with the gains from improved productivity.18

Historical evidence on episodes of trade costs reductions show that trade costs are crucial determinants of the gains
from trade in agriculture, crop specialization, and the value of land.19 Given these results, it is natural to wonder how
much gain could be expected in countries where trade costs are still sizable. For example, Porteous (2019) documents
that trade costs between Sub-Saharan African markets are five times higher than international benchmarks (similar
figures are found in Atkin and Donaldson, 2015). To address this question requires trade models representing the current
market situation in order to conduct counterfactual simulations. Several papers develop such models (more are discussed
below in relation to inputs use) and confirm the importance of the overall gains from agricultural trade from lowering
the trade costs but show also that such a shock could have distributional effects: winners and losers across regions and
across groups (farmers and non-farmers). Porteous (2019, 2020) and Sotelo (2020) highlight two key mechanisms
determining the distributional effects: first, the baseline specialization pattern, whether the region is a net seller or a net
buyer of crops, and second, the price effect of the shock on these crops, i.e., the terms of trade effect. Porteous (2019,
2020) shows that in Sub-Saharan Africa, where most markets are net-importers, the dominant effect of lower trade costs
is a reduction in the output price, so farmers tend to lose from lower trade costs but overall the gains from lower food
prices and higher consumption of the outside good dominate the welfare effects and only a small number of regions
experience welfare losses. In the case of Peru, Sotelo (2020) shows that the welfare losses from a policy to pave all
roads affect more than 20% of farmers concentrated in already well connected net-exporting regions where lower trade
costs would lead to increased competition.20

The papers discussed so far in this section are all concerned with gains from domestic trade in settings with large
domestic trade costs. Few papers analyze gains from international trade focusing on agricultural products. Reimer
and Li (2010) adapt Eaton and Kortum’s (2002) approach to the crop sector and find modest gains from trade (0.6%
of GDP for the median country). These small gains could be explained by trade costs which tend to be higher for
agricultural than for manufacturing products, explaining also the relatively low trade intensity of agricultural products
(see stylized facts #1 and 2 and Xu, 2014). Another explanation for these low gains is the combination of the low share
of agricultural and food products in consumers’ budgets combined with the modeling framework (in Table 4.1, Costinot
and Rodríguez-Clare, 2014, show that in a one sector model the gains from trade are modest).

Considering multiple crops instead of one aggregate agricultural sector is a first step to avoid aggregation bias and
leads to higher gains (Farrokhi and Pellegrina, 2021). This acknowledges that the agricultural sector is heterogeneous
which opens important opportunities for specialization. A second step could be acknowledging the specificities of
this sector. Although Fally and Sayre (2018) do not provide numbers on the gains from trade associated with trade
in agricultural products, their work provides insights into why they could be much higher than predicted by a simple
neo-Ricardian model which does not account for sector characteristics. Agricultural goods and commodities are special:
their production requires a fixed factor, land in the case of agriculture, with very heterogeneous spatial endowments
whose quality also differs. Their demand is also quite inelastic because of their role in human nutrition. Hence, for

18See also Herrendorf et al. (2012) on the role of the reduction in transportation costs in sector specialization within the US.
19In addition to studies based on estimated trade models already mentioned, historical episodes of lower trade costs in rural contexts have been

studied using program evaluation techniques (e.g., Asher and Novosad, 2020; Shamdasani, 2021).
20See also Pellegrina (forthcoming) for the distributive effects of demand and supply shocks on agriculture in Brazil.

19



many agricultural products, production is concentrated in a few countries but consumption is global (e.g., cocoa, coffee,
soybeans). According to Fally and Sayre (2018), this combination of limited demand and supply reactions implies much
larger gains from trade attributable to commodities than in a standard setup.

4.2.2 Inputs use

Another source of gains from trade in agriculture is the interaction with the non-agricultural sector through the use
of inputs and their productivity-enhancing effects. Costinot and Rodríguez-Clare (2014) show that in modern trade
models, based on comparative advantage or imperfect competition, accounting for (compared to neglecting) input-output
relationships magnifies the gains from trade. Modern agriculture relies hugely on inputs (modern seeds, machinery,
fertilizer, pesticides, fuel, livestock feed, etc.), and many of them are involved in significant domestic and international
trade.

In order to illustrate the size of the gains from trade in the presence of traded inputs, we simplify unit costs in the
agricultural sector as: 𝑐𝐴
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land, labor, and intermediate inputs with constant shares. Intermediates comprise the full set of agricultural and processed
food products, combined according to the CES aggregator (4), and the aggregate outside good (corresponding to, e.g.,
fertilizers and pesticides). We assume that 𝑃O
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each product of the aggregate outside good and the food good is aggregated through a specific CES aggregator and
is produced under perfect competition by homogeneous firms using only labor (we relax these assumptions for food
products in section 5).

Under these assumptions, we can compute the cost of food autarky (see our online Appendix for details). If imports
of inputs supplied by agricultural and non-agricultural sectors and used by farmers cease (�̂�𝑘
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the welfare change equation (10) associated with a move to food autarky becomes
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, with 𝑠 𝑗 the share of land income in the total income in country 𝑗 . As we consider more than
one factor of production, the welfare formula now depends also on intermediate inputs cost shares. More trade in
intermediates used in agricultural production (lower 𝜆𝑘

𝑗 𝑗
with 𝑘 = 𝐴, 𝐹,O) leads to a decline in the price index of

agricultural products, which implies additional welfare gains. In addition, given import shares, trade gains are greater
the larger the share of intermediates (𝛾𝐴,𝐴

𝑗
, 𝛾𝐴,𝐹

𝑗
and, 𝛾𝐴,O
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). As a consequence, the introduction of tradable inputs

magnifies the gains from trade
Using the factor market clearing conditions, one can quantify �̂� 𝑗 . If France moved to food autarky (𝜆𝑘

𝑗 𝑗

′
= 1), real

income would decline by 1.42%, equivalent to a decrease in per household annual income of =C623.21 Hence, predicted
costs from food autarky are 50% higher than those predicted by the trade models without vertical linkages.

Farrokhi and Pellegrina (2021) and McArthur and McCord (2017) provide interesting evidence on the importance
of trade in agricultural inputs. Farrokhi and Pellegrina (2021) document that a large share of agricultural inputs is
imported (65% of fertilizers, machinery, and pesticides). McArthur and McCord (2017) note that the production
of ammonia requires important fixed costs, so fertilizer production sites are limited in number. Synthetic fertilizers
must be shipped to each farmer using them, and the distance between the production site and the farms matters when
determining the costs of fertilization. The authors use this insight to instrument fertilizer use by distance from the

21According to the French national account in 2018, 𝛾𝐴,𝐴
𝑗

is 0.19, 𝛾𝐴,𝐹
𝑗

is 0.09, and 𝛾𝐴,O
𝑗

is 0.29. Our calculations show that the relative price of
land should increase by 1.1%, but 𝑔 ( �̂� 𝑗 ) ≈ 1 so that the welfare effects of relative price adjustments are negligible. Note also that Ẑ𝐴

𝑖
are assumed

to be equal to one.
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fertilizer plant, confirming that this distance increases the farmer’s fertilizer costs and decreases its use and the farmer’s
yields. This decreasing relationship between transport costs and inputs is confirmed, inter alia, in Aggarwal et al. (2018)
and Porteous (2020) in the context of Sub-Saharan Africa.22

Following the literature referred to in the previous section, most papers studying the role of trade costs in inputs
use are based on a developing country context where high transport costs are an impediment to their wider use. For
example, Adamopoulos (2020), Aggarwal et al. (2018), Porteous (2020), and Sotelo (2020) build quantitative trade
models featuring traded inputs to analyze the counterfactual effects of lower domestic trade costs (mixing the domestic
and international trade costs in the case of Porteous, 2020). However, they do not distinguish the effects of these lower
costs on specialization and inputs use. To our knowledge, the only paper to decompose the gains from trade between
specialization and inputs use, and to study the question in a global context is Farrokhi and Pellegrina (2021). They
use a quantitative trade model to study the effects of the 1980–2017 globalization (i.e., lower international trade costs)
on input availability and agricultural productivity and distinguish between the effects of lower trade costs on input
choice and on crop choice. Their results show that increasing trade costs in agriculture to their 1980 values would
decrease welfare by 2.4%, and increasing trade costs just for agricultural inputs would decrease welfare by 1%. Farrokhi
and Pellegrina’s results show that the gains from trade in agricultural inputs is comparable with the gains from trade
associated to standard comparative advantage related to crop specialization.

In addition to the work done from a trade perspective, the question of inputs use has received great attention in the
development literature. The experimental development literature identifies other important barriers to modern inputs
adoption in addition to trade costs, relating to credit, insurance, and information (Magruder, 2018). However, there
are major differences between this stream of work and the trade literature. Works analyzing local policy interventions
identify how those interventions affect farmers’ adoption of inputs but tend to overlook market feedbacks were the
policies to be scaled up. On the other hand, the trade literature tends to rely on a combination of functional form
assumptions and structural estimations to focus on the market effects of a counterfactual shock. Bergquist et al. (2019)
try to close the gap between these approaches. The results from a local intervention could be used to calibrate the
reaction of a general equilibrium model at constant prices which then could be used to analyze a scaled-up intervention.
They apply this idea in a single-country model for Uganda, accounting for domestic trade. They show that the policy’s
implications differ with scale: regressive for a local intervention but more evenly distributed at scale after accounting for
price effects. This paper confirms the importance of accounting for general equilibrium effects and domestic trade costs
when studying inputs use, even in cases where the intervention is not related to those trade costs.

When discussing inputs use and their benefits in agriculture, there are several limits to the use of conventional
functional forms such as presented in section 4.1. One is that instead of a CES, it is more common to simplify
the production function to a Cobb-Douglas. Given the share of inputs in production costs (depending on the level
of development, from 25% for the 1st quartile of per capita GDP to 60% for the 4th quartile according to Farrokhi
and Pellegrina, 2021, Figure 2), this choice results in very high supply elasticities from the possibility to intensify
production, which is at odds with most of the estimates in the agricultural economics literature (Keeney and Hertel,
2009).23 Inappropriate yield elasticities will lead to misleading values for the welfare gains of trade in intermediate
inputs.24 In the CGE literature, this problem is usually dealt with by using nested CES functions. However, two other
solutions have been proposed. To deal with the problem that the cost share of inputs is not constant across levels of
development, Aggarwal et al. (2018) and Farrokhi and Pellegrina (2021) introduce two different production techniques:
either traditional with no inputs or modern with intensive input use. This modeling relies on the Fréchet distribution
central to the Eaton and Kortum’s model, and allows countries to transition from one technology to another with the
evolution of input prices (see also Bergquist et al., 2019, for a similar approach). Porteous (2020) proposes another

22Other work on the effects of trade costs on agricultural inputs use include Aggarwal (2018), Brooks and Donovan (2020), Ferguson and Olfert
(2016), Minten et al. (2013), and Shamdasani (2021).

23Neglecting composition effects from land-use change, the yield elasticity from intermediate inputs is 𝜅𝑘
𝑖
(1/𝑠𝑘,inputs

𝑖
− 1) , with 𝑠𝑘,inputs

𝑖
the cost

share of inputs. Thus, with a Cobb-Douglas, the yield elasticity is 3 for 𝑠𝑘,inputs
𝑖

= 0.25 and 2/3 for 𝑠𝑘,inputs
𝑖

= 0.6.
24Yield elasticities are at the center also of the debate on the effects of biofuels policies (Keeney and Hertel, 2009).
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approach to account for non-marginal changes in fertilizer use in Sub-Saharan African countries: substituting the CES
function by a quadratic yield response function (restricted to the upward-sloping region) estimated on experimental
data. This choice solves the problem that the CES may approximate well a production function locally but may not be
adequate to represent larger technological changes. This discussion highlights that an adequate modeling of intermediate
inputs may be crucial when evaluating non-marginal shocks as is typically the case in studies of gains from trade and
large infrastructure projects.

4.2.3 Evolving comparative advantage because of climate change

An important application of the role of comparative advantage in agricultural trade is climate change. Agriculture
is one of the sectors most heavily impacted by climate change but this impact can differ widely between and within
countries. Northern regions with historically cold temperatures and short growing seasons may benefit from warming in
the form of higher yields from some crops. Tropical regions that experience extreme temperatures may see reduced
yields (see figure 3c for an illustration of regional and crop variations). Due to the heterogeneity of the impact, climate
change affects comparative advantage and should induce changes in specializations at different levels: within and
between countries, across crops, and between agriculture and non-agriculture. These changes to comparative advantage
imply large changes in crop allocation across the world which to be consistent with market equilibrium will demand
adjustments to trade flows. So trade flow adjustment may play a role in reducing the direct burden of climate change by
allowing regions benefiting relatively from climate change to supply regions negatively affected.

To address climate change questions in agriculture from a global perspective requires combining predictions of the
yield impacts of climate change with an economic model predicting the future allocation of supply, demand, and trade.
Work on this began in the early 1990s with partial equilibrium (Reilly and Hohmann, 1993) and general equilibrium
models (Darwin et al., 1995; Randhir and Hertel, 2000; Rosenzweig and Parry, 1994; Tsigas et al., 1997). While many
of these works emphasize the role of international trade to justify use of global economy models, they do not specifically
analyze its role. Randhir and Hertel (2000) is an exception. They analyze the role of international trade in adaptations to
climate change, and reach the counterintuitive conclusion that the adjustments facilitated by international trade could
have detrimental welfare effects. This result illustrates potential outcomes in a second-best world. Climate change leads
to increase production in developed countries with contemporaneous high level of distortionary agricultural support;
therefore, it aggravates preexisting distortions. Limiting trade adjustments would limit this increase in distortions and
improve global welfare. While this is a valid point, agricultural policies empirically tend to evolve with comparative
advantages and market conditions (Anderson et al., 2013), and thus, are unlikely to stay the same with climate change.
This makes difficult interpreting counterfactual simulation involving constant agricultural policies but very different
comparative advantages.

With the exception of Darwin et al. (1995), these early works on international trade and climate change rely on
models which assume that land is uniform within countries with respect to exposure to climate change, and neglect the
role of within-country heterogeneity of climate change effects for opening new adaptation possibilities. Therefore, they
overstate the cost of climate change.

Since these early works, the within-country heterogeneity of land and its interaction with climate change in a global
setting have received a lot of interest in research using either gridded information or different land classes based on
agroecological zones frameworks (e.g., see Costinot et al., 2016; Gouel and Laborde, 2021; Leclère et al., 2014; Nelson
et al., 2014). Among these contributions, Costinot et al. (2016) was the first paper to show how the rich spatially-explicit
information on potential crop yields generated by crop scientists could be used in a standard gravity trade model. This
innovation allowed them also to assess the adaptive role of within- and between-country adjustments arising from
changes in comparative advantage within and between countries. Their approach builds on Eaton and Kortum’s (2002)
modeling of trade flows using extreme value distributions. Fields (5-arcminute pixels) are assumed to be composed of
heterogeneous parcels of land with crop potential yields drawn from Fréchet distributions. This assumption involves
decreasing returns to specialization in one crop which implies incomplete specialization in each field and allows a
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simple mapping with biophysical data.
These various models have been used to analyze the economic consequences of climate change in agriculture and to

assess the role of some adaptation margins such as crop and trade reallocations. One of the challenges related to this
question and to the comparison of the findings from the various papers on this topic is choosing the counterfactual
situation under which the trade adjustments are limited. It is not possible to fix trade flows at their values under the
current climate, given that this situation would be unlikely to be compatible with a market equilibrium. Therefore, it is
necessary to propose a scenario where trade adjustments are constrained to be lower than they would be otherwise while
still compatible with market equilibrium. Trade adjusts in various ways, so there are various legitimate counterfactual
exercises that can be used to capture the role of trade adjustments. For example, Costinot et al. (2016) fix for each
crop the share of its domestic production which the country exports to its value under the current climate. They find a
negligible role of trade in adaptation to climate change but a very important role of crop reallocation with global welfare
losses which would almost triple were this reallocation prevented. Using a model with a broader crop and country
coverage and a different calibration, Gouel and Laborde (2021) confirm that this export adjustment margin plays a
negligible role but they consider another counterfactual where bilateral import shares are fixed to their values under
the current climate (the same counterfactual is used in Randhir and Hertel, 2000, but with the assumption of a fixity
of the shares in volume). Under this counterfactual, welfare losses increase significantly, although less than if crop
reallocation is prevented, showing that the international reallocation of demand and supply allowed by international
trade is an important adaptation margin. Since climate change has heterogeneous effects across countries, an important
adjustment pathway of trade is through reallocation between import sources, which is not prevented by fixing the total
export shares as in Costinot et al. (2016).

Another way to analyze the role of international trade in relation to climate change is to consider the counterfactual
evolution of the terms of trade. Abstracting from distortions and from endogenous factor supply, the effect of climate
change on welfare can be decomposed into two terms (Gouel and Laborde, 2021): the direct effects of the productivity
shock, and the terms-of-trade effects which sum to zero at the world level. Baldos et al. (2019) and Gouel and Laborde
(2021) show that the terms-of-trade effects are important and can reverse the sign of the direct effects related to yield
changes. Because total food demand is quite inelastic, an average decrease in crop productivity will increase food prices
substantially. So despite lower yields some net-food-exporting regions may benefit from climate change by receiving
higher prices. The burden of adjustment to climate change then falls on net-food-importing regions. Through the
changes in trade prices, climate change may generate large transfers between countries.

In addition, these terms-of-trade effects are related to the geography of the climate change shock. Baldos et al.
(2019) show that were the climate shock uniform across the world, then the strength of the terms-of-trade effects would
half. Dingel et al. (2019) also investigate the role of the spatial distribution of the shock in their analysis of the effects of
climate change. Currently-poor countries are particularly exposed to the effect of climate change in agriculture: the
share of agriculture in their GDP is high, so they are particularly vulnerable to shocks to this sector, and because many
of them are located in the tropics, they are more exposed to climate change than countries with temperate climates
where higher temperatures could even increase yields. There is an additional aggravating factor: trade costs imply
that countries have more trade relationships with countries which are proximate compared to distant countries. Since
the effects of climate change tend to be spatially correlated, a country with lower yields under climate change is likely
to be located close to countries similarly affected which will reduce the potential adaptive role of international trade
compared to a situation where the shock is not spatially correlated.

Other papers consider the effect not on welfare but on food security. Baldos and Hertel (2015) and Janssens et al.
(2020) analyze the role of trade in reducing the occurrence of malnutrition. Baldos and Hertel (2015) compare a
benchmark situation relying on segmented markets following the Armington assumption with an integrated world market
which allows assessment of the maximal contribution of trade were all barriers to trade to be removed. Janssens et al.
(2020) impose an upper bound on agricultural imports which cannot exceed their values without climate change. This
counterfactual focuses on the role that trade could play in net-food-importing countries were climate change to worsen
their production potential. Both papers find that under the more flexible trade assumption, the increased malnutrition
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caused by climate change is greatly mitigated which highlights the significant role of trade in reducing global hunger
under climate change.

A limitation of most of these papers is that they consider only changes in comparative advantage occurring within
the agricultural sector, between crops, and so assume that climate change has no effect on the productivity of the other
sectors. This necessarily applies to papers using partial equilibrium models of the agricultural sector but applies also to
papers relying on general equilibrium models (e.g., Baldos et al., 2019; Costinot et al., 2016; Darwin et al., 1995). This
might matter for the overall allocation of resources between agriculture and non-agriculture if the changes in relative
productivity are sizable. A few studies are providing promising results on this issue (Conte, 2021; Conte et al., 2021;
Desmet and Rossi-Hansberg, 2015; Nath, 2020).

Nath (2020) studies this question using a structural transformation framework and points out that in many countries,
climate change will take place amid already strong tensions between food problem and comparative advantage (see also
section 4.4). Climate change will affect productivity in both agriculture and non-agriculture sectors, but Nath provides
evidence of lower effects on non-agriculture in currently hot countries. This would call for a shift in specialization
in tropical countries away from agriculture. However, the opposite situation could occur: because of subsistence
food requirements, agricultural specialization could increase despite worsening comparative advantage which would
exacerbate welfare losses from climate change.25

Some of the papers discussed previously predict very strong welfare losses from climate change for several currently
poor countries. These large losses suggest that it is important to account for migration when assessing the welfare
effects of climate change.26 Using quantitative spatial models, Desmet and Rossi-Hansberg (2015) define a location as a
continuum defined only by its latitude, while Conte et al. (2021) study the world and Conte (2021) only Sub-Saharan
Africa using 1-degree pixels. In their models, adaptation can take the form of sectoral specialization between agriculture
and non-agriculture (and within agriculture in Conte, 2021), trade, and migration. In all three papers, the modeling of
migration builds on Eaton and Kortum’s (2002) modeling of trade flows: there are continuums of agents who have
location preferences drawn from a Fréchet distribution. To analyze the role of these adaptation margins, the authors
conduct counterfactual simulations varying migration and trade frictions around their benchmark values.27 In these
models, trade costs limit the extent of profitable sectoral adaptation leading people to migrate to more productive places.
So, trade and migration are substitutes in adaptation.

4.3 Gains from trade under uncertainty
A specificity of agricultural commodities (common also to other commodities) is that their production and their price
are much more volatile than those in other tradable sectors (Jacks et al., 2011). This high volatility implies that trade
may also play a role in smoothing idiosyncratic shocks. Neglecting the gains from trade under certainty as discussed
previously, identical countries could benefit from trade because of the stability in consumption it provides. Agricultural
economists frequently use the observation that world cereal production is less volatile than that of most individual
countries in order to emphasize the potential role of international trade in smoothing idiosyncratic shocks (e.g., Gouel,
2014, Table 7.2). However, this statistic says little about how much a market with trade costs can enable or hinder
risk sharing. Some works have addressed this crucial issue by comparing periods with different levels of trade costs
or analyzing how shocks are transmitted in the market. While the Eaton-Kortum model is based on productivity
distributions, those distributions are integrated away in the analytical solution implying that the model does not present
any aggregate risk. As a consequence, the works discussed below rely not on this model but on a variety of approaches.

At the world level one problem related to addressing this question is that periods of increased price volatility are often

25The prediction that climate change could prevent structural transformation out of agriculture is confirmed in Liu et al. (2021) in the Indian case.
They show that higher temperatures lead to a reallocation of demand away from non-agricultural goods and services, inhibiting reallocation out of
agriculture, especially in districts where liquidity constraints and migration costs are important.

26There is a rich climate-migration literature but it often neglects trade issues.
27Conte (2021) does not simulate a counterfactual with different migration or trade frictions but rather uses regressions to explain the heterogeneity

of counterfactual results.
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periods of increased barriers to trade in reaction to this price volatility (see section 6.3.1 for a discussion of the reaction
of trade policies to price volatility). Thus, it is important to find episodes of trade barriers unrelated to commodity
market events. To do this, Jacks et al. (2011) draw on three-century-long time series of commodity prices and show that
during periods of war or autarkic regimes, i.e. when there are impediments to the smoothing of idiosyncratic shocks by
international trade, commodity prices are significantly more volatile than during peace time. At the world level, another
approach to measuring the role of trade with respect to mitigating the impact of production shocks is to compare the
effects of these shocks to a theoretical benchmark. For many agricultural products, this is made possible by the fact that
yield changes between two years can reasonably be assumed to be exogenous shocks. So, Ferguson and Gars (2020) use
yield changes to instrument production changes where production appears in the RHS of a gravity equation. They show
that exported quantities vary with production shocks, so in the case of a poor harvest a country downward adjusts its
agricultural exports. However, at 0.5 the elasticity of trade flows to the produced quantity is significantly lower than
1 (the theoretical benchmark in a gravity model without trade costs), indicating that the global smoothing of shocks
through trade is incomplete: a part of the idiosyncratic shocks is absorbed by the domestic economy, possibly through
other mechanisms such as storage.

In the case of eighteenth-century China this role of storage is confirmed by Shiue (2002) who shows that the
smoothing of production shocks by trade was much more important in the prefectures with good river access, while
inland prefectures relied more on inter-annual storage.28 Because of the interactions with storage, the reduction in
uncertainty allowed by trade can also have beneficial effects on agricultural productivity. Brooks and Donovan (2020)
note that in rural villages with limited financial access, storage and expenditure on intermediate inputs compete for
resources. So a reduction in trade costs (in their case the construction of a bridge allowing access to the outside
labor market at the wet season) which reduces the need for storage liberates resources for investment and increases
productivity.

Because of the difficulties related to identifying episodes with higher trade costs unrelated to commodity events at
the world level, one solution is to exploit the national level as do several papers on the gains from trade under certainty.
Building on the data on railroads in colonial India in Donaldson (2018), Burgess and Donaldson (2010) show that the
relation between famine severity and rainfall shortage is reduced by the connection of the affected district to the railroad
network.

These papers show that although trade may not achieve a perfect smoothing of idiosyncratic shocks, it reduces
agricultural price volatility and the food security risk associated to localized harvest failures. However, price volatility
is not related directly to welfare (famine is more likely to be). Since the above-mentioned literature on trade and
uncertainty is econometric based and does not involve full-fledged trade models where uncertainty matters, it is silent
about the interactions between trade openness, volatility, and welfare. However, these interactions can matter. As shown
theoretically by Newbery and Stiglitz (1984), the price stabilization brought by trade could be detrimental to welfare. If
markets for risk are missing, the variation in the domestic price in contrast to domestic production provides an insurance
for risk-averse producers. So, by loosening the connection between prices and yield, trade may remove an implicit
insurance mechanism.

Sorting out these various effects credibly, beyond the simple theoretical model of Newbery and Stiglitz, is a difficult
endeavor. The difficulties include that risk-averse agents will base their allocations on the distribution (or at least the
mean and variance) of returns which are themselves a function of the chosen allocations. In a standard trade model
setup, this would involve costly numerical methods to solve for the rational expectations equilibrium of the problem. A
workaround was proposed by Allen and Atkin (2016). Based on new theoretical foundations, they develop a general
equilibrium Ricardian trade model with an analytical solution and approximate the risk-averse farmer problem as a
mean-variance problem. Using this framework, they analyze 40 years of reduced intranational trade costs in India. They
confirm that lower trade costs decrease the sensitivity of local prices to local production shocks but that lower trade costs
increase farmers’ revenue volatility if the farmer maintains a constant crop choice, which reduced the welfare gains

28Porteous’s (2019) counterfactual simulations also demonstrate the substitution between storage and trade. Lower trade costs decrease price
volatility and incentives to store.
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from lower trade costs. If the farmer adjusts the crop choice to the new distribution of returns, this can mitigate almost
completely the increase in the variance of the farmer’s returns and he/she will benefit from even higher welfare gains.

4.4 Discussion
We next discuss three limitations of the works discussed previously: (i) those related to the gravity model, (ii) those
related to the interactions between comparative advantage and the level of development, and (iii) those related to the
endogeneity of tastes.

Limits of gravity

Apart for works on trade under uncertainty, the gravity model has been the dominant framework for comparative
advantage analysis. This framework imposes several restrictions including the implication of constant trade elasticities.
Several alternatives are explored in the trade literature (see Novy, 2013, for a demand-based and Bas et al., 2017, for
a supply-based alternative). In the case of the agricultural sector, Heerman (2020) and Heerman et al. (2015) point
to reasons specific to the structure of comparative advantage in this sector which are susceptible to generation of
non-constant trade elasticities. Agricultural production is dependent on countries’ respective ecologies, implying that
countries with similar climate and soil endowments are more likely to be competitors because they are more likely to
produce the same varieties. To account for this insight, Heerman and Heerman et al. develop Eaton-Kortum models
which consider this heterogeneity in ecological endowments through a mixed CES approach29 with non-trivial effects
on trade and welfare. Because this approach allows to account for more heterogeneity between countries compared to a
standard Eaton-Kortum model, it increases a lot the gains from trade in agriculture, at least four-fold for the considered
countries (Heerman, 2020).

Comparative advantage and structural transformation

So far this section discusses works on the importance of domestic and international trade costs in determining
agricultural specialization and the gains from trade in certain and uncertain settings. However, this overlooks an
important determinant of agricultural specialization: the level of development. In poor countries, a large share of
workers tends to be employed in agriculture, which is paradoxical since the relative productivity of agriculture compared
to non-agriculture sectors is lower in poor countries compared to rich countries (Tombe, 2015).30 This observation
implies that the force of comparative advantage is counteracted by other forces related to structural transformation. For
reasons of space, we do not review the stream of work on the interaction between comparative advantage and structural
transformation but below we provide a discussion of some key mechanisms (see Barrett et al., forthcoming, and Dercon
and Gollin, 2014, for more on this issue).

Tombe (2015) provides a model to explain the high level of agricultural specialization in developing countries despite
the absence of apparent comparative advantage. This is a three-sector Eaton-Kortum model featuring non-homothetic
demand (see section 3.4), which increases the budget share of food in poor countries; higher trade costs in poor countries
especially in the agricultural sector, which contributes to explaining their low relative imports of agricultural products;
and labor market distortions, which amplify the first two mechanisms explaining high agricultural specialization.
Through the same mechanisms, the level of development also affects specialization within agricultural sectors: within
the agricultural sector, developing countries tend to specialize excessively in staple crops with lower value-added per
worker rather than cash crops. Rivera-Padilla (2020) explains this as due to the combination of the food problem
modeled by Tombe (2015) and high domestic trade costs. Lower domestic trade costs would increase employment in

29See also Adão et al. (2017) for another use of mixed CES in trade.
30Gollin et al. (2014) use micro-data to confirm the productivity gap in the macro-data, and McCullough (2017) shows that it is explained to a large

extent by the tendency to supply fewer hours to agriculture.
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cash crops and would increase overall productivity. So an additional benefit of reducing trade costs is reducing the food
problem which limits the expression of comparative advantage.

Comparative advantage and endogenous tastes

The works reviewed previously assume that tastes are given. However, tastes evolve with time and trade may play a role
in their evolution. Globalization and international trade affect food intake through at least two channels: taste and price,
with strong interactions between them which must be analyzed. Here we consider the question of the determination
of food preferences and their evolution with the environment. This provides a strong link to the economics of trade
and culture (Bisin and Verdier, 2014) where the interactions between cultural transmission and international trade are
central.

One mechanism through which trade can affect taste is the idea that tastes evolve but have persistence, formalized
as habits. The evolution of tastes may be based on what was consumed in the past, for example during childhood,
which itself was determined by past tastes and prices. Aizenman and Brooks (2008) provide an illustration of this
interaction between price and taste using the global wine and beer markets. They show that in 1963 grape production and
latitude explained consumption of wine relative to beer. This applies much less in 2000: production and consumption
have been partially decoupled due to globalization. However, despite some convergence consumption patterns remain
different while relative prices have become closer. The authors rationalize this observation using a dynamic model
of consumption with habits: past consumption of a variety defines a habit and creates a cost to deviate from this
consumption level. This implies that two agents with different consumption histories would take time to converge to
similar consumption patterns despite facing the same prices.

Building on a similar idea of tastes which evolve endogenously based on past consumption, Atkin (2013) goes
further and shows how to estimate the evolution of tastes and analyze the welfare effects of such endogenous preferences
in the context of an open economy. He formalizes tastes formation using an overlapping generations model where people
learn to love the food (rice and wheat in the model) they were fed in childhood. Over the generations, under high trade
costs conditions this implies development of preferences for food products adapted to local agro-climatic conditions
since they imply lower prices for these products. So local tastes are biased toward the comparative advantages of the
food. This bias has strong implications for evaluating the gains from trade. Tastes toward comparative-advantaged food
erode the caloric gains from trade liberalization because it implies higher prices for the preferred food, with nutritional
costs for poor households. Atkin (2013) estimates food tastes in a survey of Indian households as a component of the
AIDS food budget shares which cannot be explained by prices, total food expenditure, or demographic and seasonal
controls, and shows that they can be explained by relative resources endowments.31 Using the estimated demand system,
he conducts counterfactual simulations of price equalization across India and confirms a reduction in the caloric gains
from trade caused by taste for the comparative advantage food.

The body of work reviewed here illustrates that some of the conclusions related to the gains from trade in food
products should be qualified after considering the indirect effects of trade on nutrition, particularly in relation to the
assumption of exogenous preferences for these products.

5 Firm-level analysis
The developments in trade theory from the 2000s emphasize that it is individual firms not countries that are involved
in exporting and importing. 1980s and 1990s trade theory aimed at explaining intra-industry trade among similar
countries (one of the most important trends in world trade at the end of the 20th century) and its implications for welfare
and income distribution. Studies analyzing this international trade pattern are based on models initiated by Nobel
prize-winner Paul Krugman in which fixed production costs and taste for different varieties are the key parameters.

31See also Colson-Sihra et al. (2020) for an application of the same estimation of taste preferences to analyze the homogenization of tastes within
France over time and the contribution of cultural integration to this process.
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However, this literature builds on a workhorse model where all firms export to all destinations. This runs counter to the
observation that only a fraction of the firms in developed and developing economies are involved in international trade
(Bernard et al., 2007). Only 12% of US food manufacturing firms export. In France, 31% of firms in the food industry
were involved in exporting in 2017 (see table 1). Also, table 1 reports that exporting firms located in France with 500 or
more employees represent 3% of exporters and account for 54% of the value of food exports (while accounting for
only around 35% of French firms’ domestic market sales). Furthermore, large exporters (more than 500 employees) on
average serve more destinations than smaller exporters. Melitz (2003) provided the first convincing explanation for the
so-called “zero” problem and the high concentration of exports in a few firms by positing that the productive capacities
of firms are heterogeneous and that only firms that are productive enough can overcome fixed export costs.

Table 1: French food firms

Firm size class
(employees)

# of firms # of exporters Exports distri-
bution

Average # of
destinations

Labor cost
share (%)

Material in-
puts share (%)

(1) (2) (3) (4) (5) (6) (7)

1 to 49 9,165 2,353 9.9% 4 25 35
50 to 249 969 717 24.9% 16 18 36
250 to 499 162 138 11.4% 16 18 49
500 or more 121 112 53.8% 33 16 46

Total 10,417 3,320 =C36 bn
Source: Own calculations based on BRN (Bénéfices réels normaux) firm data compiled by the French Statistical Institute which provides annual firm
balance-sheet data (total sales, export sales, labor cost, intermediate consumption, etc.) and French customs data which provide export data by firm,
destination country and year. The share of labor cost (resp. material inputs) is the sum of the wages paid to all employees and the cost of employee
benefits and payroll taxes (resp. total intermediate consumption) paid by the firm relative to its variable costs.

Modern approaches of international trade based on sunk costs, product differentiation, and firm heterogeneity
prompted the emergence of a new research agenda which is particularly relevant to the food industry (Gaigné et al.,
2015; Gopinath et al., 2007; Sexton, 2013). As highlighted in Sexton (2013), food markets are no longer characterized
by firms selling homogeneous products under perfect competition. In contrast, the applicability of new trade models to
primary agriculture is not clear since most farms operate as price takers and do not export directly (when they choose
their level of production farmers do not know whether or not their products will be exported). Primary products can
be considered homogeneous but many processed products are not (Gopinath et al., 2007). In addition, the literature
focusing on firm behaviors sheds light on key microeconomic determinants of export performance linked to industry
strategies (e.g., choice of products, quality choice, degree of vertical integration). Firm/plant level databases are rich
and allow investigation of the impact of firm characteristics (productivity, size, exports, imports, prices, etc.) and their
export sales strategies for each destination. For a given macroeconomic context, export performance can differ greatly
across firms. However, international comparisons are limited since few countries offer the same level of information on
their companies.32

In what follows, we provide an overview of developments in this direction. We focus on the role of the prices set by
firms and their components as well as the quality of the products on trade margins: the number of firms (the extensive
margin) and export sales per firm (the intensive margin).

32Nevertheless, some trade databases aim to fill this gap and contain data about trade in goods broken down by different categories of enterprises.
The OECD Trade by Enterprise Characteristics (TEC) database details the export and import values by sector and size class and the number of
exporting and importing enterprises for 28 EU member states plus Canada, Norway, Israel, Turkey, and the United States. Firm size (the number of
employees) is identified according to four intervals: up to 9; 10 to 49; 50 to 249; more than 250. Drawing from confidential firm-level balance sheets
in 19 European countries, the Competitiveness Research Network (CompNet) dataset includes a set of micro-aggregated indicators (trade, productivity,
labor, finance) computed at firm-level by national data providers (those indicators are harmonized to allow cross-country comparability). For each
indicator, the dataset provides different moments including percentiles, mean, standard deviation, skewness, kurtosis, and number of observations. In
both databases, industries are classified in all countries at the 2-digit NACE level, including “Manufacture of food products” and “Manufacture of
beverages”.
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5.1 Theory: main ingredients and applicability to food industry
We start by introducing the main ingredients of the supply side of the canonical model proposed by Melitz (2003) and
augmented by Chaney (2008) (hereafter MC model), which provides the framing for many of the trade articles written
during the last two decades (see Melitz and Redding, 2014).

Within each industry 𝑘 , there is a competitive fringe of potential firms. Each variety 𝜈 is produced by a single firm,
after paying a sunk entry cost of F 𝑘,𝑒

𝑖
units of the composite input, with a productivity 𝑧𝑘

𝑖
(𝜈) drawn from a known

distribution. Thus, firms are ex-post heterogeneous. The mass of entering firms in each country M𝑘,𝑒
𝑖

is endogenously
determined so that the expected profit is equal to 𝑐𝑘

𝑖
F 𝑘,𝑒
𝑖

(free entry condition). The mass of varieties of good 𝑘 produced
in country 𝑖 is equal to the mass of surviving firms M𝑘

𝑖
. Firms are assumed to produce under monopolistic competition.

This type of framework is a relatively good fit with the food industry. On the one hand, the food industry is composed of
a large number of firms with heterogeneous productivity (Blanchard et al., 2012; Gopinath et al., 2007). On the other
hand, these food firms operate under imperfect competition and supply differentiated products (McCorriston, 2002).

Product markets are internationally segmented, meaning that the price of a variety varies across destination countries.
The profit of a firm located in country 𝑖 producing a variety of good 𝑘 is 𝜋𝑘

𝑖
(𝜈) =

∑
𝑗 𝜋

𝑘
𝑖 𝑗
(𝜈) where 𝜋𝑘

𝑖 𝑗
(𝜈) is the

profit associated with export to country 𝑗 given by 𝜋𝑘
𝑖 𝑗
(𝜈) = [𝑝𝑘

𝑖 𝑗
− 𝑐𝑘

𝑖
𝜏𝑘
𝑖 𝑗
/𝑧𝑘
𝑖
(𝜈)]𝑞𝑘

𝑖 𝑗
(𝜈) − 𝑐𝑘

𝑖
𝐹𝑘
𝑖 𝑗

where 𝐹𝑘
𝑖 𝑗

is the fixed
distribution cost that is specific to each origin-destination country pair. This fixed cost corresponds to the costs of
maintaining a presence in the destination market (e.g., maintaining a distribution and service network and monitoring
foreign customs procedures and product standards).33

Being negligible in the market, each firm sets its price while accurately treating the market aggregates (price index
and expenditures) as given. The profit-maximizing prices are given by (6) where 𝑚𝑘

𝑖 𝑗
(𝜈) = 𝑚𝑘 given the CES demand

system and 𝜃𝑘
𝑖 𝑗
(𝜈) = 1 as there is no vertical differentiation. Using (3) and (6), the profit associated with export to

country 𝑗 is
𝜋𝑘𝑖 𝑗 (𝜈) = A𝑘

𝑖 𝑗

[
𝑧𝑘𝑖 (𝜈)

] 𝜀𝑘−1 − 𝑐𝑘𝑖 𝐹𝑘𝑖 𝑗 , (18)

where A𝑘
𝑖 𝑗
≡ 𝐸 𝑘

𝑗
(𝑃𝑘

𝑗
)𝜀𝑘−1 (𝑚𝑘𝑐𝑘

𝑖
𝜏𝑘
𝑖 𝑗
)1−𝜀𝑘/𝜀𝑘 is an index of market demand from country 𝑗 for product 𝑘 supplied by

firms located in country 𝑖. A firm enters a new market as long as 𝜋𝑘
𝑖 𝑗
(𝑣) ≥ 0, i.e.

𝑧𝑘𝑖 (𝜈) ≥
[
𝑐𝑘
𝑖
𝐹𝑘
𝑖 𝑗

A𝑘
𝑖 𝑗

]1/(𝜀𝑘−1)

≡ 𝑧𝑘𝑖 𝑗 , (19)

where 𝑧𝑘
𝑖 𝑗

is the productivity cutoff above which a firm can profitably serve a market. It follows that fixed export costs
play a key role in the export decision. Empirical evidence shows that exporters face sunk costs on entry into foreign
agricultural and food markets in addition to the typical per unit trade costs. Although such sunk costs have declined,
Kandilov and Zheng (2011) find they are still important for trade in major agricultural commodities. The food market
remains fragmented between OECD countries despite reduced tariff barriers (Olper and Raimondi, 2008), and remains
so even between EU countries despite controlling for country characteristics, bilateral variables (distance, common
language, common currencies, colonial ties, etc.), and distance to foreign countries (Chevassus-Lozza and Latouche,
2012; Rau and Tongeren, 2009). The results of these studies suggest that trade barriers significantly shape the food
product trade patterns in Europe despite EU countries applying mutual recognition of products.

In this context, the sorting of firms into export markets depends mainly upon their productivity: only the most
productive firms generate sufficient revenue abroad to cover the fixed costs related to serving foreign markets. Using
reduced-form approaches, different empirical studies confirm this self-selection mechanism based on food firm-level
data. It has been shown that more productive food firms are larger, more likely to export, and serve more and more

33The composite factor is used for all productive activities within the industry, including both variable and fixed costs incurred for overhead
production and for entry and market access. Note also that extending the MC model to the case of multi-product firms is trivial if there are no fixed
trade costs at firm level.
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distant markets (Chevassus-Lozza and Latouche, 2012; Gaigné et al., 2018; Gullstrand, 2011). From a structural
perspective, Chevassus-Lozza and Latouche (2012) compute productivity thresholds 𝑧𝑘

𝑖 𝑗
(given in (19)) above which

a French food firm could profitably serve a EU country. Assuming a Pareto productivity distribution, they find that
productivity thresholds increase with the distance to the foreign country, and decrease with foreign market size as
predicted by the theory.

In the MC framework, productivity is the only determinant of the export sales distribution. Additional features have
to be introduced in trade models to reconcile the MC model with the data. It can be extended in different ways to study
the challenges food firms face and to deliver predictions from theory which can be tested with firm-level data. In what
follows, we consider the role of backward linkages with the agricultural sector and the role of end consumers in the
export performance of food firms. Forward linkages with wholesalers and retailers are discussed in section 6.1.

5.2 Role of the agricultural sector: backward linkages and biased technology
Since agricultural primary products are processed mainly by food companies, several works study the impact of
agricultural prices on trade in food products at firm level. In this subsection we show that lower agricultural prices can
lead to unexpected implications, e.g. agricultural trade liberalization may exacerbate revenue inequalities across food
processors and may lead to the exit of the less efficient food firms. The effects of agricultural prices depend on the
production technology used by food processors, as shown in Gaigné and Le Mener (2014) in a trade model. In contrast to
the MC model, they assume that the unit cost of using a composite input 𝑐𝑘

𝑖
is also specific to each firm and has the form

𝑐𝑘𝑖 (𝜈) =

(
𝛾
𝑘,labor
𝑖

) 𝜅𝑘
𝑖

(
𝑤
𝑘,labor
𝑖

𝑧
𝑘,labor
𝑖

(𝜈)

)1−𝜅𝑘
𝑖

+
(
𝛾
𝑘,input
𝑖

) 𝜅𝑘
𝑖

(
𝑤
𝑘,input
𝑖

𝑧
𝑘,input
𝑖

(𝜈)

)1−𝜅𝑘
𝑖 

1/(1−𝜅𝑘
𝑖
)

, (20)

where 𝑧𝑘,labor
𝑖

(𝜈) and 𝑧𝑘,input
𝑖

(𝜈) denote (firm-specific) labor-augmenting and input-augmenting technology processes.34
We fall back on standard trade models if 𝑧𝑘,labor

𝑖
(𝜈) = 𝑧𝑘,input

𝑖
(𝜈) = 1 so that firms differ only in their Hicks-neutral

efficiency parameter 𝑧𝑘
𝑖
(𝜈). This standard assumption implies that the elasticity of the marginal cost to a change in

the input price (𝜕 ln mc𝑘
𝑖
(𝜈)/𝜕 ln𝑤𝑘,input

𝑖
) does not differ across firms since they exhibit the same factor cost ratio

and the same share of labor costs in their production costs which contradicts the evidence of a negative relationship
between labor cost share and firm size, and a positive relationship between input expenditures share and firm size (see
table 1). To reconcile this contradiction, Gaigné and Le Mener (2014) consider that firms differ mainly in 𝑧𝑘,labor

𝑖
(𝜈) and

the conversion rate of raw material to final product (captured by 𝑧𝑘,input
𝑖

(𝜈)) does not vary across firms.35 Given the
production function (20) and 𝑧𝑘,input

𝑖
(𝜈) = 𝑧𝑘,input

𝑖
, the factor cost ratio (the ratio of intermediate good’s cost to labor

costs) is given by

𝑟𝑘𝑖 (𝜈) =
(
𝛾
𝑘,input
𝑖

𝛾
𝑘,labor
𝑖

) 𝜅𝑘
𝑖

(
𝑤
𝑘,input
𝑖

𝑤
𝑘,labor
𝑖

)1−𝜅𝑘
𝑖

(
𝑧
𝑘,labor
𝑖

(𝜈)
𝑧
𝑘,input
𝑖

)1−𝜅𝑘
𝑖

, (21)

and does not vary with the efficiency parameter 𝑧𝑘
𝑖
(𝜈). However, the cost share of input expenditures increases with

𝑧
𝑘,labor
𝑖

(𝜈) when 𝜅𝑘
𝑖
< 1, i.e. when labor and material inputs are gross complements. This condition is in line with the

empirical evidence presented in table 1 (see columns 6 and 7). Food producers cannot easily substitute extra workers for
agricultural materials. More generally, the ratio of the purchase cost of intermediate consumption to the total production
costs increases with the labor productivity of firms belonging to the same industry (see Gaigné and Le Mener, 2014).

34We could also consider firms using specialized workers and process horizontally differentiated across agricultural products, aggregated through a
CES function.

35The conversion rate is strongly constrained by the technology. Food goods are manufactured according to recipes with more or less fixed
proportions of ingredients. For example, the quantity of milk required to produce a type of cheese does not differ significantly across producers.
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Using equations (6) and (20), the impact of changes in the price of factors on the output price is given by

d ln 𝑝𝑘𝑖 𝑗 (𝜈) = 𝑠𝑘𝑖 (𝜈) d ln𝑤𝑘,labor
𝑖

+ (1 − 𝑠𝑘𝑖 (𝜈)) d ln𝑤𝑘,input
𝑖

, (22)

where 𝑠𝑘
𝑖
(𝜈) = 1/(1+𝑟𝑘

𝑖
(𝜈)) is the labor cost share. Hence, more productive food processors gain more from lower prices

for a common agricultural raw material (due to agricultural trade liberalization or productivity gains in the agricultural
sector). In this context, the fall in output prices is higher for firms exhibiting higher labor productivity and could lead to
the exit of less productive firms (see Gaigné and Le Mener, 2014). The main reason for this selection process is that
the cost of the intermediate input is higher for high productivity firms because the cost share of intermediate inputs
increases with labor productivity.36 The most productive firms gain market share in their domestic and foreign markets
if the prices of common inputs fall. The market shares of low-productivity firms may decline as their relative price
increases and forces some of them to exit the market due to the fixed costs of production and exports. In contrast, a tax
credit proportional to the wage bill paid by firms should increase the market share of less efficient firms.

Using firm-level data of the French food sector, Chevassus-Lozza et al. (2013) find that lower input tariffs increase
the export sales of high-productivity firms at the expense of low-productivity firms, and decrease the probability of firms
entering foreign markets. Based on more consistent index of upstream import penetration and a large micro-dataset of
more than 20,000 French and Italian food firms, Olper et al. (2017) confirm that more productive firms gain more from
input trade liberalization. Hence, agricultural and trade policies aimed at lowering the prices of agricultural products
seem to benefit large food companies more.

In addition, the unequal effects of agricultural trade liberalization on food firms are magnified when the fixed costs of
importing become significant. In this case, processors endogenously sort themselves into importers and non-importers
of raw materials. Only the most efficient food firms become importers and process agricultural products which are
cheaper and/or of better quality (Gaigné and Le Mener, 2014; Gibson and Graciano, 2011). Gibson and Graciano show
that for plausible parameters the model can replicate the observed difference in size between Chilean importers and
non-importers.

It is also worth stressing that agricultural trade liberalization may reduce the labor share in value added (labor cost
plus profit) in the food industry. Indeed, it is straightforward to check that the labor share decreases with firm size. In
our context, the value added at firm level is given by 𝑝𝑘

𝑖
(𝜈)𝑄𝑘

𝑖
(𝜈) − [1 − 𝑠𝑘

𝑖
(𝜈)]TC𝑘𝑖 (𝜈) where 𝑝𝑘

𝑖
(𝜈) = 𝑚𝑘𝑐𝑘

𝑖
(𝜈)/𝑧𝑘

𝑖
is

the factory-gate price, 𝑄𝑘
𝑖
(𝜈) = ∑

𝑗 𝜏
𝑘
𝑖 𝑗
𝑞𝑘
𝑖 𝑗
(𝜈) is total output of variety 𝜈, and TC𝑘𝑖 (𝜈) is the total cost of producing and

distributing this variety (which includes variable costs 𝑐𝑘
𝑖
(𝜈)𝑄𝑘

𝑖
(𝜈)/𝑧𝑘

𝑖
(𝜈) ≡ VC𝑘𝑖 (𝜈) and fixed costs). Hence, the labor

cost (𝑠𝑘
𝑖
(𝜈)TC𝑘𝑖 (𝜈)) expressed as a share in value added is given by

S𝑘𝑖 (𝜈) = 𝑠𝑘𝑖 (𝜈)
[
𝑚𝑘

VC𝑘𝑖 (𝜈)
TC𝑘𝑖 (𝜈)

−
(
1 − 𝑠𝑘𝑖 (𝜈)

)]−1

(23)

and decreases with firm efficiency (and, in turn, with firm size). By increasing the market share of more efficient firms
and the exit of the less efficient firms, agricultural trade liberalization tends to decrease the labor share in value added
in large firms due to (i) scale economies and firm heterogeneity (through a rise in VC𝑘𝑖 (𝜈)/TC𝑘𝑖 (𝜈)) and (ii) biased
technical (through a rise in 𝑟𝑘

𝑖
(𝜈)). Future empirical works are needed to better understand the effects of trade policies

on labor share in the food industry.

5.3 Role of the end consumer: product quality and taste
We now discuss work focused on the role of product quality in trade, as quality has become a key driver of market share
in food markets (Sexton, 2013). In the previous subsections, market shares differ among producers due to differences

36With a Cobb-Douglas technology, this effect disappears as the elasticity of the marginal cost to a change in the raw material price 𝑤𝑘,input
𝑖

does
not differ across firms. Hence, a Cobb-Douglas function does not fit the data well since it implies that 𝑟𝑘

𝑖
(𝜈) does not vary across firms.
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in marginal costs. In this subsection, the allocation of final demand across varieties is driven by quality-adjusted
prices (𝑝𝑘

𝑖 𝑗
(𝜈)/𝜉𝑘

𝑖 𝑗
(𝜈) where 𝜉𝑘

𝑖 𝑗
(𝜈) is given by (5)). A small firm can export provided that the product quality is

sufficiently high. For example, Champagne and Cognac producers that supply higher quality varieties charge higher
prices, export to more markets, and sell more in each market (Crozet et al., 2012; Emlinger and Lamani, 2020). This is
the so-called Alchian-Allen effect which makes trade costs relatively less important for high-quality (higher priced)
products compared to lower quality ones. Building on Melitz’s (2003) framework, several papers consider vertical
differentiation to explain the quality sorting found in international trade (Gaigné and Larue, 2016; Hallak and Sivadasan,
2013; Kugler and Verhoogen, 2012). Concerning the choice of product quality, the trade literature considers that the
characteristics of the different varieties are customized for each foreign market, and therefore the quality of the varieties
is adjusted by the firms as often as prices are adjusted.37 Under these circumstances, product quality depends on the
characteristics of the destination country (market size, trade cost) and firm features (productivity, ability to produce
quality). Firms have an incentive to improve the quality of their varieties if demand increases with a better quality
of products perceived by consumers. However, a higher product quality induces additional variable and fixed costs
of production in line with the industrial organization literature. The impact of quality on firm profits depends on the
foreign consumers’ attitude to quality (𝜁 𝑘

𝑗
and 𝜉𝑘

𝑖 𝑗
) relative to the cost elasticities of quality.

The production of quality has been modeled in different ways. Some authors consider that product quality is a
function of the quality of inputs (Verhoogen, 2008). In our context, producing higher-quality food products requires
higher-quality workers in each occupational category, and higher-quality agricultural raw materials. The technology is
assumed to be supermodular, implying complementarity in the quality of inputs.38 In other words, higher output quality
requires high quality of all inputs. In addition, since labor and agricultural markets are competitive, firms are assumed
to face upward-sloping worker quality-wage schedules and agricultural raw material quality-price schedules. Hence, the
price of inputs increases with their quality. Higher-quality workers must be paid higher wages and farmers supplying
higher-quality agricultural products must receive higher prices. In this approach, firms strategically set labor and raw
material prices. It is expected that exporters exhibiting higher productivity pay higher input prices, sell goods that are of
higher quality, have higher market shares, and export to more destinations (Tseng and Sheldon, 2015).

Some authors make a simplifying assumption when modeling quality production technology. They directly
parameterize the cost function to avoid the technical complexity associated with endogenous input prices. It is assumed
that better quality yields lower productivity shifters so that the marginal cost is given by equation (7). Furthermore,
firms must also incur an additional fixed cost which is quality-specific 𝑐𝑘

𝑖
[𝜃𝑘
𝑖 𝑗
(𝜈)]𝜂𝑘/𝑎𝑘

𝑖
(𝜈) where 𝜂𝑘 ≥ 0 is the

quality-elasticity of fixed costs and 𝑎𝑘
𝑖
(𝜈) is the firm’s ability to produce quality.39 In the food industry, higher marginal

costs can be caused by a more thorough selection of ingredients and/or additional production tasks. In accordance with
the industrial organization literature, fixed costs are also increasing with quality (Sutton, 2007). Firms have to buy new
equipment, train workers, and make other adjustments to their production process before producing a single unit of a
higher-quality product. For example, firms selling perishable products such as fresh fruits and vegetables may have
to invest in better storage facilities to meet quality standards over an extended period. Animal welfare is a growing
concern and many farms and processing firms have invested in new equipment and facilities to meet new stricter public
regulations in some cases or to differentiate their products. In addition, the ability of firms to produce quality 𝑎𝑘

𝑖
(𝜈) can

vary across firms, as in Hallak and Sivadasan (2013). In this context, following Gaigné and Larue (2016) and assuming
that 𝑎𝑘

𝑖
(𝜈) = 𝑎𝑘

𝑖
, first order conditions imply

𝑝𝑘𝑖 𝑗 (𝜈) = 𝑚𝑘
𝑐𝑘
𝑖
[𝜃𝑘
𝑖 𝑗
(𝜈)]𝛼𝑘

𝑧𝑘
𝑖
(𝜈)

𝜏𝑘𝑖 𝑗 , 𝑥
𝑘
𝑖 𝑗 (𝜈) =

𝜀𝑘𝜂𝑘

Λ𝑘
𝑗

𝑐𝑘
𝑖
[𝜃𝑘
𝑖 𝑗
(𝜈)]𝜂𝑘

𝑎𝑘
𝑖

, and 𝜋𝑘𝑖 𝑗 (𝜈) =
𝜂𝑘 − Λ𝑘

𝑗

Λ𝑘
𝑗

𝑐𝑘
𝑖
[𝜃𝑘
𝑖 𝑗
(𝜈)]𝜂𝑘

𝑎𝑘
𝑖

− 𝑐𝑘𝑖 𝐹𝑘𝑖 𝑗 (24)

with Λ𝑘
𝑗
≡ (𝜀𝑘 − 1) (𝜁 𝑘

𝑗
− 𝛼𝑘) and 𝜂𝑘 > Λ𝑘

𝑗
> 0 (the second-order condition) so that the level of quality adopted by a

37This assumption implies that firms do not need any adjustment time before starting to customize quality for each foreign market.
38Such a quality production function belongs to the “O-Ring” production functions class proposed by Kremer (1993).
39So that the profit is given by 𝜋𝑘

𝑖 𝑗
(𝜈) = {𝑝𝑘

𝑖 𝑗
− 𝑐𝑘

𝑖
[ 𝜃𝑘

𝑖 𝑗
(𝜈) ]𝛼𝑘

𝜏𝑘
𝑖 𝑗
/𝑧𝑘

𝑖
(𝜈) }𝑞𝑘

𝑖 𝑗
(𝜈) − 𝑐𝑘

𝑖
𝐹𝑘
𝑖 𝑗
− 𝑐𝑘

𝑖
[ 𝜃𝑘

𝑖 𝑗
(𝜈) ]𝜂𝑘 /𝑎𝑘

𝑖
(𝜈) and 𝑞𝑘

𝑖 𝑗
(𝜈) is given by (3).
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firm in equilibrium can be expressed as

𝜃𝑘𝑖 𝑗 (𝜈) = 𝜃𝑘𝑖 𝑗

(
𝑧𝑘
𝑖
(𝜈)
𝑧𝑘
𝑖 𝑗

)𝜌𝑘
𝑗

with 𝜃𝑘
𝑖 𝑗
=

(
𝑎𝑘
𝑖
Λ𝑘
𝑗
𝐹𝑘
𝑖 𝑗

𝜂𝑘 − Λ𝑘
𝑗

)1/𝜂𝑘

and 𝑧𝑘𝑖 𝑗 =
1
𝜉𝑘
𝑖 𝑗

(
𝜂𝑘𝑐𝑘

𝑖

Λ𝑘
𝑗
𝑎𝑘
𝑖
A𝑘
𝑖 𝑗

)1/(𝜀𝑘−1) (
𝜃𝑘
𝑖 𝑗

)1/𝜌𝑘
𝑗

, (25)

where 𝜌𝑘
𝑗
≡ (𝜀𝑘 − 1)/(𝜂𝑘 − Λ𝑘

𝑗
) > 0 and 𝜃𝑘

𝑖 𝑗
is the quality cutoff above which a firm can profitably serve a market

(𝜋𝑘
𝑖 𝑗
(𝜈) ≥ 0).40 Hence, the sorting of firms into export markets depends upon the quality of their varieties: only

high-quality firms generate sufficient revenue in foreign markets to cover the fixed export costs. Product quality is
increasing with firm efficiency 𝑧𝑘

𝑖
(𝜈), the ability to produce quality 𝑎𝑘

𝑖
, the intensity of the preference for quality by

country 𝑗 𝜁 𝑘
𝑗
, and trade liberalization. Hence, lower variable trade costs encourages quality upgrading in the food

industry which is in line with the empirical evidence (Curzi and Pacca, 2015). Further, for two firms 1 and 2, the spread
in their quality (𝜃𝑘

𝑖 𝑗
(1)/𝜃𝑘

𝑖 𝑗
(2)) increases with the spread in their productivity and the elasticity of substitution. Highly

productive firms have more incentives to vertically differentiate when the degree of horizontal differentiation is limited.
In addition, the export sales and profits of a firm serving a foreign market increase unambiguously with productivity
(see (24)).

Although the MC model without vertical differentiation performs well in terms of explaining productivity sorting, it
is less efficient at explaining the spatial variation in prices. Indeed, in the MC model, the difference in prices set by a
firm across destinations (𝑝𝑘

𝑖 𝑗
(𝜈)/𝑝𝑘

𝑖 𝑗′ (𝜈)) is affected only by the relative trade costs (𝜏𝑘
𝑖 𝑗
/𝜏𝑘
𝑖 𝑗′ ) and does not vary across

firms located in the same country. Trade models with endogenous quality perform better because they consider that the
quality of varieties depends on the characteristics of firms and foreign demand. In addition, if 𝜁 𝑘

𝑗
increases with importer

income per capita, then exporters charge higher prices for identical products in richer destinations in accordance with
the empirical evidence (Simonovska, 2015). It is worth stressing also that as the consumer price rises with product
quality improvements, higher productivity could lead to higher prices, and in turn, to lower quantities. Formally, prices
increase with productivity if and only if 𝛼𝑘𝜌𝑘

𝑗
> 1 or, equivalently, 𝜁 𝑘

𝑗
> 𝜂𝑘/(𝜀𝑘 − 1) (see (24) and (25)). Hence, prices

(resp. quantity) are positively (resp. negatively) correlated with productivity for a high level of consumer appreciation of
quality (high 𝜁 𝑘

𝑗
) and if varieties are not close substitutes (low 𝜀𝑘). This suggests that highly productive exporting firms

need not be large in terms of output size.
Quantification of the role of quality for explaining trade outcomes has received much attention. However, quality

is unobservable and measuring it is not straightforward. By focusing on products of the alcoholic beverage industry,
we can exploit direct measures of product quality. For example, Crozet et al. (2012) identify the quality by using
well-known experts ratings from wine guides while Emlinger and Lamani (2020) use the amount of time the eau de
vie used to produce Cognac spend in oak. Unfortunately, there are numerous products for which no direct measures
of product quality exist. This is why much of the literature uses prices or unit values computed from trade statistics
to proxy for quality. However, higher unit values may also reflect lower efficiency. In addition, using (24), we have
d ln 𝑝𝑘

𝑖 𝑗
(𝜈) = 𝛼𝑘 d ln 𝜃𝑘

𝑖 𝑗
(𝜈) − d ln 𝑧𝑘

𝑖
(𝜈). Also, according to (25), the level of quality depends positively on firm

productivity with d ln 𝜃𝑘
𝑖 𝑗
(𝜈) = 𝜌𝑘

𝑗
d ln 𝑧𝑘

𝑖
(𝜈) so that d ln 𝑝𝑘

𝑖 𝑗
(𝜈) = (𝛼𝑘 − 𝜌𝑘

𝑗
) d ln 𝜃𝑘

𝑖 𝑗
(𝜈). It follows that price and product

quality are negatively correlated if appreciation of quality (𝜁 𝑘
𝑗
) is sufficiently high.

As a result, several researchers use alternative approaches. In Curzi and Olper (2012) product quality is proxied
by investment intensity, R&D expenditure, product and process innovations, and quality standard certifications (ISO
9000). Applying this methodology to a sample of 750 Italian food exporting firms, they find that more efficient firms
sell higher-quality goods at higher prices and serve more distant markets, confirming the positive relationship between
productivity, product quality, and export performance. Other works compute an index of food product quality at the
firm-destination-product level using the methodology developed in Khandelwal (2010) and Khandelwal et al. (2013).

40Some authors (Baldwin and Harrigan, 2011; Johnson, 2012) adopted a reduced-form relationship linking product quality and productivity:
𝜃𝑘
𝑖
(𝜈) = (𝑧𝑘

𝑖
)𝛼𝑘 . In this case, the quality of variety supplied by a firm varies only with its productivity draw. However, such a modeling strategy

implies that quality of each variety is invariant over destinations.

33



For a given price in a firm-destination-product triplet, a variety with a higher quantity is attributed higher quality.
Following Khandelwal et al. (2013), 𝜉𝑘

𝑖 𝑗
(𝜈) can be estimated for each firm-destination-product observation as the residual

of equation (3) which can be rewritten as ln 𝑞𝑘
𝑖 𝑗
(𝜈) + 𝜀𝑘 ln 𝑝𝑘

𝑖 𝑗
(𝜈) = FE𝑘𝑗 + 𝜖 𝑘𝑖 𝑗 (𝜈) where 𝜖 𝑘

𝑖 𝑗
(𝜈) is the error term and

FE𝑘𝑗 ≡ ln 𝐸 𝑘
𝑗
(𝑃𝑘

𝑗
)𝜀𝑘−1 represents product-by-destination fixed effects which capture expenditure and the price index of

product 𝑘 in destination 𝑗 and which are common to all exporters serving the same destination country (for a discussion
of identification strategies to estimate product quality at the firm level, see Piveteau and Smagghue, 2019). For the
elasticity of substitution 𝜀𝑘 , we can rely on the elasticities reported in the empirical literature. Hence, the estimated
quality is defined as ln 𝜉𝑘

𝑖 𝑗
(𝜈) = �̂� 𝑘

𝑖 𝑗
(𝜈)/(𝜀𝑘 − 1). Conditional on price, a variety with a higher quantity is assigned

higher quality. Using this methodology, Curzi et al. (2015) find that in Europe lower prices of imported food products
can be accompanied by higher quality.

The demand residuals approach confounds taste 𝜁 𝑘
𝑖 𝑗

with other demand shifters such as product quality [𝜃𝑘
𝑖 𝑗
(𝜈)]𝜁

𝑘
𝑗 .

In some recent contributions, the role of consumer taste in import demand is analyzed separately from the role of product
quality in import demand. To identify unobserved consumer taste heterogeneity, Aw-Roberts et al. (2020) construct a
bilateral indicator of closeness in the ingredients of the national dishes of any two countries which reflects the similarity
in food tastes (𝜁 𝑘

𝑖 𝑗
), and apply a control function approach to estimate import demand. Using firm-level Belgium data,

they find that consumer taste for food produced in Belgium differs substantially across countries. Disentangling the role
of taste vs. product quality in export performance is a promising area for future studies.

5.4 Aggregate implications
In order to derive quantitative predictions for trade flows and welfare, most of trade literature assumes a Pareto
productivity distribution with shape parameter ℎ𝑘 and scale parameter/lower bound 𝑧𝑘

𝑖
, as this assumption yields closed

form solutions for productivity cutoffs, the gravity equation, and welfare. The ex-post productivity distributions in the
destination markets are truncations of the ex-ante productivity distribution at the cutoff productivities. In this subsection,
we consider a trade model in which product quality is endogenous as developed above (and assuming 𝜁 𝑘

𝑗
= 𝜁 𝑘 so that

Λ𝑘
𝑗
= Λ𝑘 and 𝜌𝑘

𝑗
= 𝜌𝑘).

Average export, average quality, and gravity

Bilateral aggregate trade can be decomposed into the extensive (mass of exporters M𝑘
𝑖 𝑗

) and intensive (average firm
exports 𝑥𝑘

𝑖 𝑗
= 𝐸 𝑘

𝑗
(𝑃𝑘
𝑖 𝑗
/𝑃𝑘

𝑗
)1−𝜀𝑘/M𝑘

𝑖 𝑗
) margins where M𝑘

𝑖 𝑗
is the mass of firms in 𝑖 serving 𝑗 . Following Gaigné and

Larue (2016), the price index of imported varieties from 𝑖 can be expressed as follows 𝑃𝑘
𝑖 𝑗
= 𝑚𝑘𝑐𝑘

𝑖
𝜏𝑘
𝑖 𝑗
/𝑍 𝑘
𝑖 𝑗

with

𝑍 𝑘𝑖 𝑗 =

(
ℎ𝑘

ℎ𝑘 − 𝜂𝑘𝜌𝑘
M𝑘

𝑖 𝑗

)1/(𝜀𝑘−1)
𝜉𝑘𝑖 𝑗 (𝜃𝑘𝑖 𝑗 )

𝜁 𝑘−𝛼𝑘

𝑧𝑘𝑖 𝑗 and M𝑘
𝑖 𝑗 = M𝑘,𝐸

𝑖

(
𝑧𝑘
𝑖

𝑧𝑘
𝑖 𝑗

)ℎ𝑘
, (26)

where ℎ𝑘 > 𝜂𝑘𝜌𝑘 must hold for average firm size to be finite. Higher productivity cutoffs decrease the bilateral price
index for a given mass of producers due to the exit of less efficient producers (selection effect). However, by reducing
the mass of producers/varieties, a rise in the productivity cutoff increases the bilateral index price (entry effect).

Using (25) and (26), average firm exports and the average quality supplied by exporters given by 𝜃𝑘
𝑖 𝑗
=

∫
Ω𝑘
𝑖 𝑗

𝜃𝑘
𝑖 𝑗
(𝜈) d 𝜈

are

𝑥𝑘𝑖 𝑗 =
ℎ𝑘𝜀𝑘

ℎ𝑘 − 𝜂𝑘𝜌𝑘
𝑐𝑘
𝑖
[𝜃𝑘
𝑖 𝑗
(𝜈)]𝜂𝑘

𝑎𝑘
𝑖

and 𝜃𝑘𝑖 𝑗 = 𝜃
𝑘
𝑖 𝑗

ℎ𝑘

ℎ𝑘 − 𝜌𝑘
(
𝑧𝑘𝑖 𝑗

)−ℎ𝑘
. (27)

Note that, although quality is endogenous and depends on destination characteristics, average firm exports are independent
of variable trade costs and market size (as in the standard MC model). Hence, lower variable trade costs and higher
market size increase bilateral trade solely through the extensive margin. However, the effect of fixed and variable export
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costs and market size on average quality can be decomposed into two offsetting effects. Freer trade or higher demand
decreases the minimum productivity threshold required for firms to survive allowing low-quality firms to enter the
market. Nevertheless, equation (25) shows that a lower minimum productivity induces incumbent firms to boost their
quality. Thus, the downward pressure on quality stemming from the entry of low-quality firms following increased
market size is more than offset by the increase in the quality chosen by existing firms. This implies that consumers
living in large economies or open economies should consume products of higher average quality compared to consumers
in smaller and less open countries. Curzi et al. (2015) find that lower import tariffs imply quality upgrading, provided
that the quality of varieties is close to the world frontier.

The trade model based on firm-level behaviors with endogenous quality can generate a structural gravity-type trade
equation which can be estimated from aggregate trade data. Inserting the expression of productivity threshold (25) and
equation (26) in equation (9) and using 𝑌 𝑘

𝑖
=

∑
𝑗 𝑋

𝑘
𝑖 𝑗

imply

𝑋 𝑘𝑖 𝑗 =
𝑌 𝑘
𝑖
𝐸 𝑘
𝑗

𝑌 𝑘

(
𝜏𝑘
𝑖 𝑗

Π𝑘
𝑖
𝑃𝑘
𝑗

)−ℎ𝑘 (
𝐸 𝑘𝑗

)ℎ𝑘/(𝜀𝑘−1)−1 (
𝐹𝑘𝑖 𝑗

)1−ℎ𝑘/(𝜀𝑘−1)+ℎ𝑘 (𝜁 𝑘−𝛼𝑘 )/𝜂𝑘

𝜒𝑘𝑖 𝑗 , (28)

where (Π𝑘
𝑖
)ℎ𝑘 =

∑
𝑗 (𝜏𝑘𝑖 𝑗/𝑃𝑘𝑗 )−ℎ

𝑘 (𝐸 𝑘
𝑗
)ℎ𝑘/(𝜀𝑘−1) (𝐹𝑘

𝑖 𝑗
)1−ℎ𝑘/(𝜂𝑘𝜌𝑘 ) 𝜒𝑘

𝑖 𝑗
/𝑌 𝑘 and 𝜒𝑘

𝑖 𝑗
> 0 is a function of exogenous param-

eters distinct from trade costs. The firm-level trade elasticity, given by 𝜕 ln 𝑥𝑘
𝑖 𝑗
(𝜈)/𝜕 ln 𝜏𝑘

𝑖 𝑗
= −𝜌𝑘𝜂𝑘 , depends on the

elasticity of substitution 𝜀𝑘 as well as the cost elasticities of quality (𝛼𝑘 and 𝜂𝑘) and appreciation for quality (𝜁 𝑘).
The elasticity of aggregate trade with respect to variable trade costs (aggregate trade elasticity) does not depend on
parameters associated with product differentiation and are determined by the Pareto shape parameter as in Chaney
(2008). The elasticity of trade with respect to fixed export costs are driven by the extensive margin as in the MC model.
However, this elasticity depends on both the degree of horizontal differentiation through 1 − ℎ𝑘/(𝜀𝑘 − 1) (a negative
effect) and the scope for vertical differentiation through ℎ𝑘 (𝜁 𝑘 − 𝛼𝑘)/𝜂𝑘 (a positive effect). As quality increases with
(𝜁 𝑘 − 𝛼𝑘)/𝜂𝑘 , the negative impact of fixed trade barriers on trade is weakened in industries selling high quality varieties.

Estimating the gravity model is subject to different econometric issues. One of them is that in the trade data, there
are many zeros (𝑋 𝑘

𝑖 𝑗
= 0) which can be considered as an endogenous component of the data generating process while

the use of CES demand, a continuum of producers and untruncated probability distributions imply there cannot be
zero trade flows between any pair of countries.41 To explain zeros in the data, Helpman et al. (2008) start from the MC
model developed in section 5.1 but they consider truncated Pareto distribution so that their gravity model is given by
equation (9) in which 𝑍 𝑘

𝑖 𝑗
can be equal to zero. Helpman et al. (2008) employ a Heckman-like correction to account

for zero trade flows and consider religion overlap as exclusion restriction. As pointed out in Anderson (2010) they
“use common religion, a specification that many find dubious.” Unfortunately, it is difficult to find a valid exclusion
restriction (a variable explaining the export status which can be excluded from the gravity equation). However, the most
robust statistical criticism of Helpman et al. (2008) is laid out in Santos Silva and Tenreyro (2015). They show that
the results of the two-stage estimation method proposed in Helpman et al. (2008) are very sensitive to the presence of
heteroskedasticity. Feenstra (2016) and Head and Mayer (2014) discuss different methods of estimation to allow for
consistent estimates in the presence of frequent zeros.

Welfare

To compute welfare, we first determine the change in 𝑍 𝑘
𝑗 𝑗

, which combines an entry effect and a selection effect. Indeed,
equation (26) implies ln �̂� 𝑘

𝑗 𝑗
= ln M̂𝑘

𝑗
/(𝜀𝑘 − 1) + ln 𝑧𝑘

𝑗 𝑗
where M̂𝑘

𝑗
is the change to the mass of surviving domestic firms

(the entry effect), which depends on the change in productivity cutoff. Some standard, but tedious, calculations (see our

41The pareto distribution without upper truncation used to obtain equation (28) implies there exists some infinitely productive firm. Hence, there
must be some firms whose productivity exceeds the productivity threshold for exporting and, in turn, serve all destinations
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online Appendix) show that

ln 𝑧𝑘𝑗 𝑗 =
1
ℎ𝑘

[
− ln �̂�𝑘𝑗 𝑗 + ln(𝑌 𝑘𝑗 /�̂� 𝑘𝑗 )

]
, (29)

and
ln M̂𝑘

𝑗 = ln �̂�𝑘𝑗 𝑗 + ln �̂� 𝑘𝑗 − ln 𝑐𝑘𝑗 . (30)

For example, if labor is the unique production factor and 𝑃O
𝑗
= �̂�labor (the share of expenditure on domestic varieties of the

aggregate outside good is kept constant), then 𝑐𝑘
𝑗
= �̂� 𝑘

𝑗
= �̂� 𝑗 = �̂�

labor
𝑗

and equation (10) reduces to ln �̂� 𝑗 =
∑𝐾
𝑘=1 𝛽

𝑘
𝑗

ln 𝑧𝑘
𝑗 𝑗

.
The nature of the gains from trade differs in trade models under imperfect competition. First, there is an entry

(variety) effect. Trade liberalization implying more import competition (or lower input prices) forces low productive
domestic firms to exit.42 Globalization allowing the introduction of new foreign varieties in domestic countries destroys
some domestic varieties by making them unprofitable. This is a spatial version of the process of creative destruction
described by Joseph Schumpeter. This entry effect is due to demand-side changes of substitutability among varieties,
and the existence of fixed costs: consumers exploit the fall in the price of imports by expanding the number of imported
varieties and consuming the same set of domestic varieties but in lower amounts. For some low-productivity domestic
firms, their operating profits become lower than their fixed costs forcing them to exit. In the model with a single
production factor, the positive effect of import variety on welfare (captured by a lower �̂�𝑘

𝑗 𝑗
in equation (10)) just cancels

with the welfare losses due to a lower number of domestic varieties (as ln M̂𝑘
𝑗
= ln �̂�𝑘

𝑗 𝑗
).

The gains from trade arise mainly from a selection effect (through an increase in the domestic productivity threshold
𝑧𝑘
𝑗 𝑗

). Indeed, trade liberalization induces expansion of more efficient incumbents at the expense of less productive
producers within each sector. It follows that aggregate productivity increases through either market share shifts to
more efficient firms or the exit of low productivity producers. Hence, a greater spread of productivities leads to higher
proportional gains from trade liberalization. Ruan and Gopinath (2008) find food industry average productivity increases
with liberalized international trade. Olper et al. (2014) confirm this finding for a sample of 25 European countries and 9
food industries over the period 1995–2008.

In a one-sector model, the gains from trade are the same with or without selection effect (Arkolakis et al., 2012).
However, in a multi-sector economy with firm-level scale economies, the selection effect due to foreign shocks can
be magnified or weakened due to changes in the allocation of resources and income across sectors within a country
(through a change in 𝑌 𝑘

𝑗
/�̂� 𝑘

𝑗
) with consequences for the number of varieties that can be produced due to a reallocation of

primary factors across sectors.43 To assess the contribution of this reallocation mechanism in welfare, we quantify the
cost of food autarky in France when the heterogeneous food firms operate under imperfection competition while perfect
competition prevails in the agricultural sector. In this case, ln �̂� 𝑗 = −(𝛽𝐴

𝑗
/𝜘𝐴) ln �̂�𝐴

𝑗 𝑗
+ 𝛽𝐹

𝑗
ln 𝑧𝐹

𝑗 𝑗
.44 If France moved to

food autarky (𝜆𝑘
𝑗 𝑗

′
= 1 with 𝑘 = 𝐴, 𝐹), real income would decline by 1.09% when we account for the reallocation of

resources across sectors. Under these circumstances, the return to food autarky in France would be equivalent to a
decrease in per household annual income of =C460 (instead of =C415). As the French food industry is a net exporter of
goods with firm-level scale effects, the predicted costs from food autarky are higher than those predicted by the same
model without imperfect competition in the food industry.

The cost of food autarky is magnified when we consider input-output linkages due to a rise in production costs, but
also to a fall in the mass of domestic varieties. To illustrate how vertical linkages operate, unit costs in the food sector are
expressed as a simplified version of equation (20): 𝑐𝐹

𝑗
= (𝑤labor

𝑗
)𝛾

𝐹,labor
𝑗 (𝑃𝐹

𝑗
)𝛾

𝐹,𝐹
𝑗 (𝑃𝐴

𝑗
)𝛾

𝐹,𝐴
𝑗 with 𝛾𝐹,labor

𝑗
+𝛾𝐹,𝐹

𝑗
+𝛾𝐹,𝐴

𝑗
= 1.

Production of processed food combines labor, processed food products, and agricultural primary products with constant

42To be precise, freer trade results in more productive firms enjoying higher revenues and profits in each destination market; some firms continue to
serve only the domestic market and the least productive firms are forced to exit the industry.

43As �̂�labor
𝑗

= �̂�𝑘
𝑗

and ln �̂� 𝑘
𝑗
= ln �̂�labor

𝑗
+ ln �̂�𝑘

𝑗
where �̂�𝑘

𝑗
is the change in the mass of labor of country 𝑗 used in industry 𝑘, �̂� 𝑘

𝑗
/�̂�𝑘

𝑗
= �̂�𝑘

𝑗
.

44We assumed that Z𝑘
𝑗

is constant and labor is the unique input. In this case,𝑌 𝑘
𝑗
/𝐸𝑘

𝑗
= 1 under autarky and𝑌 𝑘

𝑗
/𝐸𝑘

𝑗
= 𝜇𝑘

𝑗
/𝛽𝑘

𝑗
where 𝜇𝑘

𝑗
= 𝑌 𝑘

𝑗
/𝑌𝑗

is the share of revenue in country 𝑗 generated by sector 𝑘. According to the French national account in 2018, 𝑌𝐹
𝑗
/𝐸𝐹

𝑗
= 1.4. In addition, like in

sections 3.3 and 4.2.2, 𝜘𝐴 = ℎ𝐹 = 5 as they correspond to the trade elasticities.
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shares. Agricultural production is assumed to use only labor so that �̂�𝐴
𝑗
= (�̂�𝐴

𝑗 𝑗
)1/𝜘𝐴�̂�labor

𝑗
according to equation (15)

(Z𝐴
𝑗

is kept constant). Under these assumptions, as shown in our online Appendix, the welfare change (10) associated
with a move to food autarky when food sector operates under monopolistic competition and uses agricultural and food
products as intermediate inputs becomes

ln �̂� 𝑗 = − 1
𝜘𝐴

(
𝛽𝐴𝑗 + 𝛽𝐹𝑗

𝛾
𝐹,𝐴
𝑗

𝑚𝐹

1 − 𝛾𝐹,𝐹
𝑗

𝑚𝐹

)
ln �̂�𝐴𝑗 𝑗 + 𝛽𝐹𝑗

(
1 +

𝛾
𝐹,𝐹
𝑗

𝑚𝐹

1 − 𝛾𝐹,𝐹
𝑗

𝑚𝐹

)
ln 𝑧𝐹𝑗 𝑗 . (31)

If France moved to food autarky (𝜆𝑘
𝑗 𝑗

′
= 1 with 𝑘 = 𝐴, 𝐹), real income would decline by 1.77%, equivalent to a decrease

in per household annual income of =C747.45 Because of its selection and entry effects, the introduction of tradable
intermediate goods processed by food firms dramatically increases the cost of food autarky.

5.5 Discussion
We discuss three strong restrictions in heterogeneous-firm trade models: (i) invariant markup and a continuum of firms,
(ii) constant marginal cost, and (iii) uncertainty.

Variable markup, granular firms, and welfare

The combination of monopolistic competition and CES demand systems implies that markups do not vary across
destinations and firms, and the pass-through of trade cost shocks into firm prices is complete. Hence, this combination
excludes any welfare effects of lower trade costs which derive from changes in profit margins. Trade models with
variable markups show that this feature can be crucial for shaping the gains from trade. Indeed, the gains from trade
shrink if lower trade costs induce higher market shares for dominant, high-markup producers. This markup dispersion
gives rise to misallocation of resources across firms, shrinking the gains from trade liberalization. We lack evidence
on how firm-level markup adjusts to freer trade in the food industry. Vancauteren (2013) and Curzi et al. (2021) are
two notable exceptions. Vancauteren finds that EU harmonization of regulations, i.e. measures that facilitate trade,
generates pro-competitive effects in the Dutch food industry. Using French food firm data over the 2001–13 period
and the methodology developed by De Loecker and Warzynski (2012), Curzi et al. (2021) document that more import
competition lowers average markup while more input imports raise the average markup, the two effects taken together
tend to offset each other. However, markup adjustments to trade vary greatly across firms. Indeed, the markup of firms
belonging to the top decile of the markup distribution in the first year of the period covered increases with import
competition.46 In addition, large firms gain much more from a higher availability of intermediate inputs than smaller
firms. This suggests an incomplete pass-through of (inputs) cost reductions to prices, which is lower for large firms
compare to smaller firms. Hence, empirical evidence suggests that trade liberalization implying higher competition
from foreign food firms or lower agricultural price is likely to induce a reallocation of market share from low-markup
food firms to high-markup food firms. These empirical findings yield some interesting avenues for further research.

To generate variable markups in trade models, we have to consider either demand systems implying variable demand
elasticity (demand side) or oligopolistic competition (supply side). Variable markup under monopolistic competition
can be generated with different classes of preferences. For example, preferences can be represented by an additively
separable indirect utility function (or indirectly additive preferences - indirect utility is additive in prices) which implies
that demand elasticities are variable and the price of each variety depends positively on per-capita income (Bertoletti
et al., 2018). Using a model featuring this class of preferences, Bertoletti et al. show that for more productive firms

45According to the French national account in 2018, 𝛾𝐹,𝐹
𝑗

was 0.21 and 𝛾𝐹,𝐴
𝑗

was 0.24. As 𝑚𝐹 = 𝜀𝐹/(𝜀𝐹 − 1) and ℎ𝐹 > 𝜀𝐹 − 1, we assume
that 𝑚𝐹 = 1.2.

46These results are consistent with works on firm-level markup. More productive Slovenian firms enjoy higher markups (De Loecker and Warzynski,
2012) and the markup of US firms belonging to the upper percentiles of the markup distribution have increased sharply (De Loecker et al., 2020).
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prices are lower but markups are higher, in line with the empirical evidence that more productive firms have lower
pass-through into their prices, and the welfare gains are less than one half of the gains under CES preferences.

Alternatively, a finite number of firms instead of a continuum of firms implies variable markup under a CES demand
system as “granular” firms consider the aggregate price index when making pricing decisions. In the case of a CES
subutility nested into a Cobb-Douglas utility and oligopolistic competition, the perceived price elasticity of demand
E𝑘
𝑖 𝑗
(𝜈) is no longer a constant 𝜀𝑘 but equals 𝜀𝑘 − (𝜀𝑘 − 1)𝜆𝑘

𝑖 𝑗
(𝜈) where 𝜆𝑘

𝑖 𝑗
(𝜈) denotes the market share in country 𝑗 of

the firm producing variety 𝜈.47 It follows that large firms face lower demand elasticity and enjoy high markup, given by
𝑚𝑘
𝑖 𝑗
(𝜈) = [𝑚𝑘 − 𝜆𝑘

𝑖 𝑗
(𝜈)]/[1 − 𝜆𝑘

𝑖 𝑗
(𝜈)] (which increases with 𝜆𝑘

𝑖 𝑗
(𝜈) and falls to 𝑚𝑘 when 𝜆𝑘

𝑖 𝑗
(𝜈) tends to zero). As a

consequence, the distribution of markups adjusts to the changes in trade costs. Hence, more import competition or lower
input prices are associated with an increase in aggregate productivity and also aggregate markups since less-efficient
firms exit.48

Nevertheless, trade models with variable markup ignore important features of food industry. First, market structures
are rather mixed for some food industries, which involve a few big firms which are able to manipulate the market, and a
large number of small firms each of which has a negligible impact on the market. Food trade models should consider
this type of “mixed” structure and their consequences on trade and welfare. For example, assuming coexistence of
multi-product oligopolists and a continuum of single-product firms, Parenti (2018) shows that the consumer surplus
declines with the entry to the domestic market of a large foreign firm because the exit of small firms implies fewer
varieties and a higher price index. However, we are not aware of applications of Parenti’s approach to the food sector.

Second, trade models consider market power arises mainly from the ability of firms to manipulate prices and neglects
vertical coordination in the food chain (contracts, two-part tariffs, vertical integration) and bargaining power exerted by
processing firms with respect to atomistic input suppliers (farmers) or by retailers to small food firms. For example, the
impact of contracts between food exporters and importers merits more attention because of cross-country differences in
contractual enforcement (Antràs and Foley, 2015).

Third, aggregate food trade is shaped by the individual behavior of multinational enterprises. Although multinational
activity appears to be relatively high in the food industry (Scoppola, 2021, documents that multinational food companies
account for about 50% of production), we lack economic research on their organizational choices, and their impacts
in the agri-food global value chain, on overall welfare, and on income distribution at home and in the host country.
Scoppola provides an excellent discussion on challenges and prospects of research in this area.

Variable marginal cost and export duration

Most trade models share a strong restriction: physical output is produced under constant marginal costs. This assumption
is practical because it allows firms to make decisions about exports to a given destination independently of decisions
about other destinations. Higher exports to one market have no impact on the marginal cost or export performance in all
markets. However, agricultural production is characterized by cost convexity: many primary agricultural products take a
long time to produce and are perishable. This results in an extreme form of convexity since in the short run capacity is
fixed. Also, processing plants may face capacity constraints due to investment lags. In standard trade models, a shock in
a foreign market has only an indirect impact on the export sales of other firms in other markets through changes in price
indices and national income both of which are treated as given in the optimization of monopolistic firms.

Firm’s optimization is more complex under variable marginal cost since all markets must be considered simultaneously
as shown in Zongo et al. (2021). The authors assume that the total amount of composite input required to serve
markets is given by [𝑄𝑘

𝑖
(𝜈)]𝜇𝑘/𝑧𝑘

𝑖
(𝜈) + ∑

𝑗 𝐹
𝑘
𝑖 𝑗

where 𝜇𝑘 > 0 and 𝑄𝑘
𝑖
(𝜈) = ∑

𝑗 𝜏
𝑘
𝑖 𝑗
𝑞𝑘
𝑖 𝑗
(𝜈) is the total production of

a firm located in country 𝑖 selling a variety of product 𝑘 . In this configuration, the marginal costs are given by
mc𝑘

𝑖
(𝜈) = 𝑐𝑘

𝑖
𝜇𝑘 [𝑄𝑘

𝑖
(𝜈)]𝜇𝑘−1/𝑧𝑘

𝑖
(𝜈). Cost convexity is governed by the extent to which 𝜇𝑘 exceeds 1. When 𝜇𝑘 = 1, we

47E𝑘
𝑖 𝑗
(𝜈) = 𝜀𝑘 − (𝜀𝑘 − 1) (𝜕 ln 𝑃𝑘

𝑗
/𝜕 ln 𝑝𝑘

𝑖 𝑗
(𝜈) ) with 𝜕 ln 𝑃𝑘

𝑗
/𝜕 ln 𝑝𝑘

𝑖 𝑗
(𝜈) = 𝜆𝑘

𝑖 𝑗
(𝜈) .

48Note that if producers are homogeneous, then 𝜆𝑘
𝑖 𝑗
(𝜈) = 1/𝑁 𝑘

𝑗
where 𝑁 𝑘

𝑗
is the number of firms serving destination 𝑗 so that trade openness

reduces markup.
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revert to the MC trade model. If the marginal costs increase with output size, the authors show that a higher demand in
one country implies higher prices in all destinations, and increased exports to the first country at the expense of the
other destinations

Variable marginal costs may explain why firm entries and exits in export markets are frequent, and export spells
are of a short duration. Empirical evidence on agricultural and food trade shows that exit rates are high in the first
few years of exporting (Peterson et al., 2018; Zongo et al., 2021). Standard trade models show that the presence of
fixed exporting costs favors highly productive firms with higher probability of export survival. Although exporters face
negative transitory shocks, they may prefer to maintain their export activities in order to avoid payment of fixed re-entry
costs. In other words, the MC model cannot explain small-scale exporting episodes and the surge in shipments among a
small set of successful new exporters. Allowing for convex variable costs has important implications for export duration
because the export volume of a firm in one market impacts its marginal costs and survival in all markets whereas under
constant marginal costs markets are segmented and independent of each other.

Uncertainty and margins of trade

In standard trade models, once firms are able to enter the export markets they face no additional uncertainty. Although
uncertainty is part of Melitz-Chaney-type models, the uncertain parameter (productivity) is revealed before the firm
supplies any destination. The trade literature has witnessed a revival of interest in studying the uncertainty realized after
the firm enters an export destination (Nguyen, 2012). Firms face uncertain destination-specific demands and/or uncertain
origin-specific supply which materialize only after they enter the market.49 However, this literature stream assumes that
uncertainty is resolved before firms set their prices (or quantities) for each destination which in turn means export prices
and quantities (thus export sales) are not affected by demand uncertainty. In reality, some random shocks may not be
observable by exporters before the time-strategic variables (prices or quantities) are chosen. Although food consumption
has low income elasticity, the volatility of household food consumption is relatively high at the household (Gorbachev,
2011) and at the country (De Sousa et al., 2020) levels. Numerous factors including climatic conditions, changes in
consumer tastes/incomes, opinion leader attitudes, competing product popularity, and industrial policy are beyond
the producer’s control and influence realization of expenditure. De Sousa et al. find that if all destination countries
exhibit the lowest volatility observed across destinations, then total French exports of dairy products would increase
by approximately 40% driven primarily by the extensive margin, i.e., the number of exporters in each destination.
Surprisingly, the effects of uncertain agricultural supply/price on trade in food products have received little attention
in the literature despite the fact that the vertical relationship between these sectors should imply that the uncertainty
upstream should affect the decisions taken downstream. More generally, the impact of demand and supply uncertainty
on decisions of food firms to export and to import should be an important avenue of future research.

6 Trade costs: origin and consequences
In the two previous sections, we analyzed the determinants and implications of trade in agricultural and food products.
Trade costs play a crucial role but their nature was left unspecified in the analyses (they mostly took the textbook
form of iceberg trade costs). In the present section, we attempt to characterize trade costs: their nature and specific
consequences. Trade costs depend on product distribution costs and the costs imposed by policies (tariff and non-tariff
measures). There is a rich literature on the impact of standard tariffs/subsidies on trade and welfare surveyed elsewhere
(Bagwell and Staiger, 2016), therefore, in this section we discuss instead works on the major actors involved in the
distribution of agricultural and food products (wholesalers and retailers), on non-tariff measures, and on trade costs in
relation to agricultural price volatility.

49This uncertainty in demand may also reconcile the high rate of exit seen in the first years of exporting (see e.g. Peterson et al., 2018).
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6.1 Distribution cost
In the standard trade models, it is assumed that the firms distribute their products and the costs related to serving
foreign markets are common across firms.50 In reality, global export costs depend on the organization of distribution
adopted by producers. To reach the end consumer, instead of distributing directly its varieties a producer can trade
either through an independent intermediary, or through an intermediary that it has acquired. The food manufacturing
sector is characterized by the use of specialized wholesalers/retailers with various degrees of partial vertical integration
to reach the end consumers (Reardon and Timmer, 2007). Wholesalers in the French food industry account for roughly
30% of agri-food product purchases and 35% of food sectors sales (Gaigné et al., 2015). In the rest of this subsection,
we review the literature on the role of intermediaries in trade in agricultural and food products. Their role in trade
deserves special attention since a fraction of the gains associated with road and productivity improvements or lower
tariffs can be captured by the wholesalers and the retailers.

6.1.1 Intermediaries: distribution technology and market structure

Producers can use intermediation to avoid having to set up their own distribution networks. Intermediaries are viewed
as agents that facilitate the matching between foreign buyers and sellers. By offering their network of contacts,
intermediaries reduce the buyers’ and sellers’ matching frictions and search costs but are able to exert market power
over the food supply chain (Kopp and Sexton, 2021).

Several authors recast the standard models of trade with heterogeneous firms such that domestic manufacturers can
choose between two distribution methods: either exporting directly which implies variable and fixed export costs (as in
section 5), or contracting with an intermediary which takes responsibility for the selling activities. Indirect exporting
requires the firm to pay a wholesale unit price to reach its markets but frees it from distribution costs. The intermediaries
incur fixed and variable distribution costs and maximize their profit by choosing final prices. By handling large product
portfolios, intermediaries are able to spread the fixed costs of distribution over several products (economies of scope),
and thus, are able to offer cheaper access to foreign markets (Ahn et al., 2011). However, this advantage is countered by
lower producer operating profits due to higher consumer prices. In this case, only more productive firms can export
directly and behave (approximately) as in the MC model. In addition, by controlling the distribution networks of their
varieties, large firms enjoy higher foreign demand and hurts small firms, which lose market share or exit from the foreign
markets (Gaigné et al., 2018).

The MC model can be easily extended by assuming that the distribution costs required to reach foreign markets
depend on the strategic behaviors of intermediaries and the market structure. Gaigné et al. (2018) assume that
intermediaries buy in bulk from producers and then sell the products to end consumers, act strategically (in a vertical
manner), and operate under imperfect competition. They study price-setting behavior in vertical structures which include
upstream manufacturers that can sell their products through downstream retailers/wholesalers within a multi-country
model under general equilibrium. CES demand implies the equilibrium price paid by the consumer (6) becomes
𝑝𝑘
𝑖 𝑗
(𝜈) = (𝑚𝑘)2𝑐𝑘

𝑖
𝜏𝑘
𝑖 𝑗
/𝑧𝑘
𝑖
(𝜈). Hence, we obtain the so-called double-marginalization problem, the markup is (𝑚𝑘)2,

since both manufacturers and intermediaries set prices at a markup over the marginal cost.51 Using data on French
exporters of food products, Gaigné et al. (2018) find that export prices of firms that own their distribution networks are

50Note that Arkolakis (2010) assumes that the fixed export costs vary endogenously with the supplier’s choice of what fraction of consumers in a
market it will serve 𝑒𝑘

𝑖 𝑗
(𝜈) ∈ [0, 1]. Under this configuration, the firm must pay a fixed cost equal to 𝐹𝑘

𝑖 𝑗
[1 − (1 − 𝑒𝑘

𝑖 𝑗
(𝜈) )1−𝜇 ] which increases

with 𝑒, while its operating profit is given by 𝑒𝑘
𝑖 𝑗
(𝜈)A𝑘

𝑖 𝑗
[𝑧𝑘

𝑖
(𝜈) ]𝜀𝑘−1. The MC model corresponds to the particular case in which 𝜇 = 0. When

𝜇 ∈ (0, 1) , exporters can easily find a few customers in a destination market but the costs of building a clientele increases more than proportionately
with export sales. This implies that low-productivity firms can reach foreign markets by exporting low volumes.

51To reduce the double marginalization, a manufacturer contracting with an intermediary to sell its variety can use different pricing schemes such
as two-part tariffs instead of a linear tariff. It charges its intermediary one unit-price for its variety and another price for the right to sell it, i.e. a
franchise fee. Under this configuration, as expected, manufacturers set the wholesale price at the marginal cost to avoid the double marginalization
problem, and then recoup a share of the intermediary’s profit via a fixed fee which increases with the manufacturer’s bargaining power. For more
details, see the online supplementary appendix of Gaigné et al. (2018).
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lower (11% on average), conditional on the firm, product, and destination characteristics. Bergquist and Dinerstein
(2020) study the impact of the behaviors of intermediary traders in agricultural markets in developing countries on the
prices paid by end consumers. They find evidence of a high degree of intermediary market power in Africa and reveal
that traders act consistently with joint profit maximization. Traders pass through to customers only 22% of the reduction
in production costs.

Food firms can also be motivated by a strategy of vertical integration to reduce global distribution costs. Among the
14,000 French food firms identified in France in 2012, about 1,500 have equity shares in a wholesaler or in a retailer
(Gaigné et al., 2018). According to the industrial organization literature, forward integration takes place to reduce
double marginalization and transaction and coordination costs, to enhance market power through foreclusion, or to
transfer intangible inputs within firms. Owning distribution networks may help the firm to reduce the fixed distribution
costs associated with exports, or to acquire information on foreign markets. Since producers and intermediaries do
not necessarily have the same information on foreign markets, owning an intermediary enables the firm to manage
the distribution network more efficiently. The MC model with intermediaries can be extended by assuming that
wholesalers/retailers may be either independent or controlled by manufacturers (Gaigné et al., 2018). Upstream suppliers
may buy a fraction 𝑓 (𝜈) ∈ [0, 1] of the intermediary at price 𝑏( 𝑓 ). By explicitly allowing manufacturers to modify the
nature of the vertical relationship with intermediaries, the double marginalization issue is accounted for and markups
become firm-specific. Indeed, under this configuration, Gaigné et al. (2018) show that the price paid by the end consumer
is 𝑝𝑘

𝑖 𝑗
(𝜈) = [𝜀𝑘/(𝜀𝑘 + 𝑓 (𝜈) − 1)]𝑚𝑘𝑐𝑘

𝑖
𝜏𝑘
𝑖 𝑗
/𝑧𝑘
𝑖
(𝜈). It follows that a higher fraction of equity in its intermediary 𝑓 (𝜈)

reduces the negative effect of the double marginalization (no double marginalization if 𝑓 (𝜈) = 1) but increases the
cost of acquiring an intermediary, 𝑏( 𝑓 ). The authors show that only the most productive firms choose to integrate
forward. The costs associated with product distribution are not only specific to the destination but also depend on
whether the firm producing the traded variety controls its intermediary. Using firm-level data for the French food
industry, Gaigné et al. (2018) confirm that firms self-select to acquire equity shares in intermediaries based on their
productivity. The combination of lower marginal costs and lower markups due to intermediary acquisition enables food
manufacturers to serve a larger set of destinations. Moreover, the authors show that for a given destination, food firms
owning intermediaries enjoy lower market entry costs. The advantage of an own distribution network is magnified if the
firm serves foreign countries with low market potential and important market entry costs.

6.1.2 Multinational retailers: network effect and private (voluntary) standards

At the end of the food value chain are the supermarkets which have come to dominate the retail distribution of food,
especially in major developed countries. One explanation for this is the scale economies and supply chain efficiencies
achievable by big retail companies. In addition, supermarket retailers can be viewed as multi-product platforms
which connect consumers with suppliers (Richards and Hamilton, 2013). The large number of products available in
supermarkets attracts a large number of consumers. The high number of varieties and products increases the probability
that the consumer will find her preferred brand, and allows for “one-stop” shopping which reduces the per-unit costs of
filling an entire shopping basket. Hence, food suppliers benefit by selling through a supermarket retailer able to reach a
large number of consumers.

A small group of transnational retailers have expanded their overseas activities rapidly beyond the core markets of
North America and Western Europe (Cheptea et al., 2019). They have increased their market shares in many countries in
Asia, Eastern Europe, and South America. The increased international activities of major retailers are having significant
impacts on food supply networks. Retailers investing abroad may continue to source from their suppliers in their origin
country. Indeed, retailers continue to contract with their domestic suppliers to save on transaction costs, or because some
products are not available locally or are not of the appropriate quality. Information barriers (information on consumers’
tastes, etc.) are another obstacle faced by exporters. Hence, domestic producers may benefit from network effects and
information externalities generated by the foreign activities of retailers. Thus, the international expansion of retailers
may reduce the trade costs of domestic food producers, and in turn, increase their exports.
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Some contributions have investigated the impact of multinational retailers on trade in food products. They examine
whether international expansion by retailers boosts their home countries’ exports. Using bilateral food exports for a
large panel of countries over 2000–10, Cheptea et al. (2015) find a positive effect of overseas presence of retailers from
a given country on their food exports to those markets. Emlinger and Poncet (2018) focus on the activities of the five
largest global retailers in China (Auchan, Carrefour, Metro, Tesco, and Walmart), and confirm these positive spillovers.
This effect is due mainly to the presence of European retailers in China which has a strong effect on food imports from
the EU.

Based on their market power and the increasing need for quality control over supply chain, retailers are the driving
force behind private standards. Fulponi (2006) reports that major food retailers in the OECD countries have responded to
sanitary crises by imposing minimum quality standards on increasingly wide sets of food products. Retailers commonly
impose private standards on upstream suppliers. The trade effects of these private standards are ambiguous. Private
standard implying high compliance and certification costs (Colen et al., 2012) can reduce trade flows by eliminating less
efficient producers (compliance costs act as fixed costs). However, private standards reduce the search costs borne by
retailers, and in turn, boost import demand.

Latouche and Chevassus-Lozza (2015) analyze the export performance of food firms certified with two European
private standards: the International Food Standard and/or the British Retail Consortium standard (BRC). Certified firms
are able to supply some European retailers with products sold under their retailers’ own private label. The authors show
that certified firms are among the biggest and most productive firms in the sample suggesting high compliance costs.52
In addition, after controlling for firm size and productivity, Latouche and Chevassus-Lozza (2015) show that French
firms that adopt the BRC standard and enter the corresponding network enjoy lower access cost to serve foreign markets
in the EU compared to other firms. Different empirical studies confirm the network effects on trade. For example,
French firms with the private International Featured Standard certification are more likely to export, and mode likely
to export larger volumes to markets where French retailers have established outlets compared to noncertified firms
(Cheptea et al., 2019). GlobalGAP certification which is now accepted by many main food buyers around the world has
a positive effect on imports of fruits and vegetables into the EU15 (Andersson, 2019). Andersson shows also that buyers
are more likely to start importing a product from an exporting country with many certified producers. More generally,
GlobalGAP certifications involve extra costs for the producers but result in higher import demand (Fiankor et al., 2020).

6.2 Standard-like non-tariff measures
Non-tariff measures cover a large set of policies including technical measures and quantitative restrictions (Disdier and
Fugazza, 2020). In this subsection, we discuss some NTMs that are contentious issues in trade negotiations, affect
most traded agricultural and food products, and are playing an increasing role in international trade (see stylized fact
#2). Mainly involved are quality-related NTMs in the agreements on SPS, on TBT, and on Trade Related Aspects of
Intellectual Property Rights (TRIP) which covers “Geographical Indications” (GI) labels.53 Regulatory measures such
as SPS and TBT measures are not per se trade obstacles. They are dedicated to protecting the health of a country’s
human, animal, or plant populations, and they apply equally to domestic products. So they can be viewed as correctives
for market failures due to mainly asymmetric information and externalities. However, they could also be protectionist if
governments use technical measures as a trade policy.

These agreements deal with the quality attributes of food products and their production methods. There is a fraction
of consumers who show increasing concern for some food characteristics which go beyond quantity, price, and taste
and are linked to additional arguments in their utility function, such as health, safety, pollution, and moral aspects.54

52This sorting effect can be explained also by the model developed in Rauch and Watson (2003). They assume that buyers engage in costly search
for suppliers which are heterogeneous in terms of their productivity and their capabilities to deliver specialized products (e.g., own-brand products). If
only productivity is costlessly observable, then buyers reject low-productivity sellers, place small trial orders with medium-productivity sellers to
learn about the seller’s capabilities, and invest in training sellers and place major orders with high-productivity firms.

53We do not cover in this chapter the economics of tariff rate quotas.
54In our context, moral concerns are related to situations where consumers feel guilt about their responsibility for the externalities imposed on
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However, many food products exhibit credence characteristics, i.e. the consumers know what they do or do not want but
they cannot observe all of the product’s attributes even after consumption (Dulleck et al., 2011; Sheldon, 2017). For
example, consumers lack the technical expertise to obtain information on the presence of pesticide residues, genetic
modifications, animal welfare, and location and method of production. As a result, credence characteristics create
asymmetric information problems. The introduction of quality labels and standards can be used to address the credence
good problem.

6.2.1 Information asymmetry and standards in trade theory

To discuss the economic effects of standards-like measures, the MC model is extended by considering an economy with
asymmetric information on product quality and heterogeneous firms. Although the producer knows its product quality,
this may not be observable by consumers. In this context, 𝜉𝑘

𝑖 𝑗
(𝜈) depends on the information available to consumers.

Disdier et al. (2021) consider two polar cases. The first corresponds to the framework developed in section 5.3. If
credible and truthful disclosure is feasible, consumers know the exact attributes of any variety and 𝜉𝑘

𝑖 𝑗
(𝜈) is given

by (5). Second, if this quality cannot be precisely observed by the consumers, consumers—who are risk-neutral—do not
consider the quality of each variety but rather the average quality so that 𝜉𝑘

𝑖 𝑗
(𝜈) = 𝜉𝑘

𝑖 𝑗
.

If the quality of the varieties sold by firms is not observed by consumers (they know only the average quality of the
product), this provides incentives for producers to pass off low-quality goods as high-quality ones. However, consumers
account for these incentives by judging the quality of goods as uncertain. In this case, exports are increasing with average
quality (𝜉𝑘

𝑖 𝑗
) and the firm’s productivity. Hence, if the average quality in the destination market increases, consumers

are willing to pay more for all goods imported from country 𝑖. Under these circumstances, high-quality producers
share their benefits with low-quality producers. Nevertheless, information asymmetry implies 𝜕𝑥𝑘

𝑖 𝑗
(𝜈)/𝜕𝜃𝑘

𝑖 𝑗
(𝜈) < 0

for a given productivity because the price increases as the marginal costs rise with quality while 𝜉𝑘
𝑖 𝑗
(𝜈) = 𝜉𝑘

𝑖 𝑗
does not

adjust (treated as an exogenous variable by firms under information asymmetry due to the assumption of a continuum of
firms). As a consequence, under information asymmetry, the best strategy for all firms whatever their productivity level
is to reduce the quality of its varieties. Since consumers only know the average quality of the product, their demand
for (expensive) top-quality products is lower. Although they are preferred by consumers, high-quality products are
driven out of the market by low-quality products (Akerlof’s lemons principle). Thus, the quality supplied by firms is
lower under information asymmetry than under perfect information. Also, 𝜉𝑘

𝑖 𝑗
shrinks so that demand for the varieties

supplied by firms decreases, and some firms exit the market because of fixed costs.
Firms may decide to invest in quality signaling and choose strategically to disclose information to uninformed

consumers about the quality of their product. Disdier et al. (2021) assume that truthful and credible disclosure is
feasible whereas misrepresentation is impossible. Quality disclosure can take different forms. Sellers may make the
quality of their products known to the purchaser through a guarantee issued by an independent third party (certification).
Formally, if a firm located in country 𝑖 producing product 𝑘 invests in quality signaling for consumers living in country
𝑗 , then the quality of the variety supplied by the firm (𝜃𝑘

𝑖 𝑗
(𝜈)) is perfectly observed by foreign consumers and is given

by (25). However, quality-signaling activities imply a sunk cost for the firm and this cost varies across origin countries,
destination markets, and products (e.g., the cost of obtaining certification of product quality from an independent third
party). It follows that a firm invests in quality signaling and exports if and only if its productivity is sufficiently high.
However, the productivity cutoff above which a firm can profitably export is higher under information asymmetry than
under perfect information due to the additional cost associated with the signaling activity.

While small firms may be unable individually to invest in quality signaling, there is scope for producers to act
cooperatively. As in Moschini et al. (2008), GIs can be interpreted as a common brand allowing sharing of the marketing,
promotion, and certification costs required for a credible GI. In a MC model with endogenous quality and information
asymmetry, GI membership is driven by two opposite forces. Producers form a coalition and adopt a common label
(a common quality) in order to decrease the fixed costs associated with signaling activity. However, the common

citizens (or living beings) located in the trading partners.
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quality-adjusted price imposed by the coalition deviates from the optimal quality-adjusted prices of individual members
which implies lower operating profits. The number, size, and composition of the coalition in this economic context
merit more research.

Alternatively, each country could introduce a standard setting a minimum quality (𝜃𝑘
𝑗
). The concept of a “minimum

standard” makes sense in the context of vertically differentiated products. It implies that only products reaching a certain
or higher level of “quality or attainment” are considered to meet the relevant standard. A firm can serve foreign market
𝑗 if and only if 𝜃𝑘

𝑖 𝑗
(𝜈) ≥ 𝜃𝑘

𝑗
. Gaigné and Larue (2016) extend the MC model to study the impact of minimum public

standards when firms choose strategically the quality of their product. Under perfect information, Gaigné and Larue
show that 𝜃𝑘

𝑖 𝑗
(𝜈) = 𝜃𝑘

𝑗
[𝑧𝑘
𝑖
(𝜈)/𝑧𝑘

𝑖 𝑗
]𝜌𝑘 instead of (25) where 𝑧𝑘

𝑖 𝑗
depend negatively on 𝜃𝑘

𝑗
instead of 𝜃𝑘

𝑖 𝑗
. For instance, a

stricter quality standard (inducing higher fixed and variable production costs for all domestic and foreign producers)
benefits highly productive firms which gain from the quality-induced exit of less productive domestic and foreign firms.
Macedoni and Weinberger (2022) extend the framework developed in Gaigné and Larue (2016) by accounting for
variable markup and confirms this finding. As in Marette and Beghin (2010), quality standards are not protectionist if
foreign producers are more efficient than domestic producers at complying with them. However, under information
asymmetry, Disdier et al. (2021) show that only firms with a high enough productivity can export but that the quality of
exported varieties is equal to the minimum quality 𝜃𝑘

𝑖 𝑗
(𝜈) = 𝜃𝑘

𝑗
without quality signaling activity. As in the standard

literature, quality standards can solve “lemons” type problems in markets with asymmetric information by increasing
the average quality of products (Ronnen, 1991). Hence, under information asymmetry, the introduction of a quality
standard tends to increase the number of varieties available in market 𝑗 and increases average quality.

The effects of quality standard on welfare is ambiguous. On the one hand, quality standard can facilitate trade
and improve welfare when consumers can neither correlate product quality with price nor perfectly judge it even
after consumption. As mentioned above, the demand for foreign products may increase due to a better quality of
products or due to a reduction in informational asymmetries between domestic consumers and foreign producers. In
addition, a stricter quality standard yields a better reallocation of resources from low-productivity low-quality firms to
high-productivity high-quality firms. On the other hand, there are two distortions associated with the introduction of a
minimum quality when imperfect competition prevails: (i) a distortion on the distribution of the quality-adjusted prices
(some firms have to adopt the minimum standard while the optimal quality for those firms without quality standard
differs); and (ii) an entry distortion implying less varieties available in the country. Even if the public mandatory
standards imposed by national governments are applied in a non-discriminatory way (between domestic and foreign
firms), standards can be “post-discriminatory” agreements and eliminate trade because of additional variable and fixed
costs of production (compliance costs and the lack of transparency). This effect is exacerbated when standards differ
among countries, which significantly increases the cost of doing business internationally.55 Such measures may remove
product varieties that consumers demand but which do not satisfy the standard.

Hence, the relationships between standard-like measures and welfare are complex. Although standard-like non-tariff
may alleviate market failures (negative externalities and information asymmetry), they can also create distortions.

6.2.2 Geographical indications and trade: empirical evidence

Geographical indications are a contentious issue in trade negotiations and disputes. These tensions arise from the
significant differences in the EU, US, Canadian, and Australian approaches (Josling, 2006). The EU’s efforts to promote
GIs in multilateral and bilateral negotiations conflict with the view of Anglo-Saxon countries which historically prefer
to rely on trademarks. Although GIs are protected by the WTO Agreements on TRIPS which oblige WTO members to
recognize and protect GIs as intellectual property, some countries such as the US consider some GIs to be generic terms.
For example, the US consider feta to be the generic name for a type of cheese, whereas it is protected as a GI in Europe.
As a result, cheese produced in the US may not be exported for sale as feta cheese in the EU, since feta is produced only

55In the presence of switching costs and network externalities, consumers welfare maximizing governments may have no incentive to force its
producers to comply with the international standard (Barrett and Yang, 2001).
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in EU regions. More than 1,500 food product names are registered and protected in the EU (Duvaleix et al., 2021). The
inclusion of GI protection is increasing in various regional and bilateral trade pacts. The protection of GIs was very
controversial in the negotiation between the EU and Canada (and Japan). Canada has agreed to recognize a list of 143
EU GIs (Japan more than 200 EU GIs). According to the US, these GI protections could reduce US exports of food
products to Canada and Japan.

Studies have tried to identify the empirical impact of GIs on trade. Quantifying the effects of GIs on trade flows is
challenging since information on trade in varieties that are GI-protected is not recorded in a database, and therefore,
indirect measures are needed. Empirical studies use the number of GIs per product category to identify the flows that
include potential GI varieties. Sorgho and Larue (2014) was the first study to quantify the effect of GIs on bilateral trade
within the EU using a structural gravity equation. They use information on the number of GIs in force for agricultural
products in each country. They document that these effects vary according to whether or not the importing country has
GI-protected products. Bilateral trade in agricultural and food products is higher if both the exporting and importing
countries have GIs. In a more disaggregated analysis (2-digit level), Sorgho and Larue (2017) find that the effect of GIs
on European trade is ambiguous, due to international heterogeneity in consumer preferences. Raimondi et al. (2020) use
a dataset with trade flows at the country and product (6-digit level) levels to estimate the effect of GIs on intra- and
extra-EU trade margins. They show that having GIs in an HS6 line has a positive effect on trade and prices in both
European and non-European countries.

The studies cited above analyze the effect of GIs at the aggregate level (country imports of HS2 or HS6 products).
To identify the impact of GI on trade requires more precise information. The 8-digit level product classification allows
this more precise identification. For example, studying trade in wine, Agostino and Trivieri (2014) use the official
product 8-digit classification since wines are defined at this level as GI or not. Similarly, Curzi and Huysmans (2022)
build a rich dataset on trade in cheeses using 235 EU cheese GIs registered up to 2018 which they match manually
to the corresponding 8-digit category. They find that legal protection of GIs in trade agreements does not generally
lead to significant additional exports (the effect is not any higher than the general export-promoting effects of trade
agreements), with the exception of higher quality GI products. To obtain information on trade in varieties with a GI
protection, Duvaleix et al. (2021) consider exports at the firm-product level. The authors exploit a unique exhaustive list
of firm-(8-digit)product pairs with protected designation of origin (PDO) certification in France. Since only certain
firms are authorized to handle GI products, GI flows can be identified from trade datasets which account for firm-product
(8-digit) pairs. By exploiting the differences between PDO and non-PDO firm-product pairs, for a given destination and
a given 8-digit product, they find that GI varieties are perceived by consumers as being of higher quality than non-GI
varieties, and that the prices of GI varieties are 11.5% higher than those for non-PDO varieties.

6.2.3 Public standards and trade: empirical evidence

NTMs include a wide set of measures: non-tariff barriers (discriminatory policies such as price and quantity controls)
and measures which address regulatory standards aimed at correcting for market failure (e.g., health and consumer safety,
and pollution and the environment). The mandatory public standards established by national governments such as SPS
measures and TBTs have become increasingly important in global food chains (see figure 2b).56 Agricultural and food
products are more affected by NTMs than manufactured products (Beghin et al., 2015b). Countries develop their own
sets of standards with some guidance from the Codex Alimentarius and the WTO Sanitary and Phytosanitary Agreement.
Although quality standards are not a priori discriminatory measures (since they must be respected by both foreign and
domestic firms), it is not surprising that public standards are at the heart of many trade disputes at the WTO,57 and there
has been much concern about the misuse or mischaracterization of public standards as non-tariff barriers. The incidence
of those public quality standards on trade and welfare has received growing interest in agricultural economics (Beghin
et al., 2015a).

56For example, national policy makers set rules on additives and contaminants in the food and drink sector.
57Between 1995 and 2017, 470 SPS-related and 549 TBT-related trade concerns were raised (source: WTO, http://spsims.wto.org/ and

http://tbtims.wto.org/).
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Most of the evidence on the impact of quality standard on trade flows are based on product level observations.
The trade effect of quality standards has been studied mainly using a gravity model framework. Results suggest that
agricultural and food products are more affected by NTMs than manufactured products. Disdier et al. (2008) find a
negative effect of SPS and TBT measures on trade in agri-food products. However, they highlight that those measures
have no significant impact on OECD country exports but have a negative and significant effect on developing country
exports. Curzi et al. (2018) and Xiong and Beghin (2012) confirm this finding focusing on maximum pesticide residue
levels and veterinary drugs levels allowed by the EU for agri-food imports. Disdier and Marette (2010) and Winchester
et al. (2012) found also that trade is significantly reduced if the importing country has stricter maximum residue limits
(MRLs) for plant products than exporting countries.

The effects of quality standards on the intensive and extensive margins also differ. For example, Ferro et al. (2015)
found that stricter pesticide residue limits tend to increase fixed export costs and that the effect of stricter standards is
mainly at the extensive margin. Once exporters adjust their production to comply with the standards of the destination
country, those have no impact on the intensity of their exports to that market. These results confirm also that developing
country exporters are more constrained by those standards than their rivals in developed countries. In addition, Traoré
and Tamini (forthcoming) find that the imposition of strict MRLs for pesticides in developed countries reduced total
production of mangoes in African countries. Fernandes et al. (2019) study the impact of pesticide standards on firm
exports of agricultural products across countries and time. They conclude that imposing a lower legally-tolerated level
of pesticide residues in products lowers the probability that the firms will export and also reduce their export values and
quantities. They find that smaller exporters are affected more negatively by the relative stringency of standards than are
larger firms.

In contrast, measures requiring trading partners to adopt a common NTM (harmonization) or reciprocal acceptance
of NTMs (mutual recognition) can be trade-enhancing. Since the early 2000s, the deep trade agreements which aim at
regulating the use of SPS and TBT measures by favoring mutual recognition or harmonization have increased (Mattoo
et al., 2020). Frahan and Vancauteren (2006) suggest that although the harmonization of standards has a positive and
significant impact on intra-European trade, the effect is small for meat and dairy industries. More research evaluating
the effects of deep trade agreements is needed to better understand the impacts of SPS and TBT measures on food trade
and real income.

Furthermore, the diffusion of standards tends to have positive effects on product quality. Using data on French food
firms, Disdier et al. (2021) document that the introduction of SPS measures and TBTs in foreign markets increase
the probability of exporting and the value of exports for the most productive French exporters supplying high-quality
products but reduce exporting probability for the least productive French firms regardless of the quality of their varieties.
In an investigation of firm-level exports from Peru, Curzi et al. (2020) report that only the most restrictive standards have
a significantly effect on limiting agri-food exports but they result in product quality upgrading. In contrast, regular SPSs
are found only to enhance trade. In a study of food-processing firms in Ukraine in 2008–13, Movchan et al. (2020) found
that more SPS regulations on inputs in upstream industries lead to exports of better-quality products. One exception in
this literature strand is Fiankor et al. (2021). They estimate different gravity-type models which exploit the bilateral
differences in MRLs for 145 products over 2005–14 and across 59 countries and report that cross-country differences in
MRLs restrict trade and increase product prices but do not affect product quality.

We lack empirical evidence regarding the effects of NTMs on the price index and food production of agricultural
and food products. The welfare evaluations in Disdier and Marette (2010) show that stricter standards related to MRLs
can be welfare enhancing. Cheptea et al. (2021) quantify the potential effects of post-Brexit regulatory divergence
between the UK and the EU on trade flows and real incomes, and find that, were the UK to adopt different SPS measures
and TBTs, the effect would be limited.
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6.3 Trade costs and agricultural price volatility
Section 4.3 showed that the gains from trade in agricultural products materialize also through lower price volatility
thanks to the partial smoothing of idiosyncratic shocks. These gains emerge in the absence of barriers limiting the
transmission of price incentives. In this section, we consider two kinds of trade costs that can limit this transmission: (i)
trade policy adjustments that are contingent to border prices, and (ii) information flows that are complementary to trade
flows when information travels faster than goods.

6.3.1 Trade policy adjustments

The existence of idiosyncratic shocks is both a reason for countries to participate in the world market in order to benefit
from a more stable market, and to isolate from the world market if the local shock is more favorable than the global
aggregate shock. This applies to several instances in the last two decades and particularly between 2007 and 2012 in
relation for example to export restriction in Russia and Ukraine (Götz et al., 2013), numerous export bans applied in
Sub-Saharan African countries (Porteous, 2017), and a series of interventions affecting most of the major rice market
players (Headey, 2011). These repeated interventions and the important volatility of agricultural markets between 2007
and 2012 caused renewed academic interest in the issue following decades of little attention.

In the literature, the economic motivations behind trade policy interventions in relation to world volatility are of the
second-best kind. Gouel and Jean (2015) propose that one motivation for trade policy interventions countercyclical to
world prices is the presence of risk-averse consumers if risk markets are incomplete. In this setting, stabilizing domestic
prices can improve welfare in the domestic economy. However, the optimal policy in this setting would be to put in
place countercyclical safety nets to mimic the effect of the missing markets for risk. Pieters and Swinnen (2016) extend
Gouel and Jean’s framework by also accounting for producers’ risk aversion. They show that the optimal trade policy of
a small-open economy is to smooth world price variations, the domestic price being a weighted average of the world
price and its mean, with a weight function of the agents’ risk aversion. Such behavior is similar to what is practiced by
many countries with large populations relying on staple foods: long-run variations in the world price are followed but
trade policies are adjusted to insulate the domestic price from short-run variations (Anderson and Nelgen, 2012; Ivanic
and Martin, 2014).

Giordani et al. (2016) propose an alternative explanation for these interventions by considering that agents, consumers,
and producers are loss averse (following the framework developed in Freund and Özden, 2008), so are more sensitive to
a reduction in their utility from consumption below a reference point than to a corresponding increase. In this setting,
the interventions are aimed not at mitigating price volatility but limiting the downside risk for each agent category,
but as in Gouel and Jean (2015) and Pieters and Swinnen (2016) it leads to a policy offsetting world price movements.
Giordani et al. (2016) confirm the empirical validity of these theoretical predictions. Regressing trade policy utilization
on price deviation from its recent trend instrumented by climatic conditions, they show that positive deviations in prices
cause more trade policy utilization in the form of export restrictions and reduction of import protection.

Another contribution by Giordani et al. (2016) shows theoretically that if many countries apply the same countercycli-
cal trade policies this has a multiplier effect: a given world price increase is amplified by all the policies trying to offset
it (a result provided also by Gouel, 2016, and Martin and Anderson, 2012). A corollary to this is that trade policies are
strategic complements: a country’s trade policy adjustments (increasing export taxes or decreasing import tariffs when
prices increase) incite the other countries to adjust their own policies in the same direction due to the effect on world
prices. Both results are important because they highlight that although it makes sense for a single country to isolate
itself from world price fluctuations, this behavior collectively becomes self-defeating if generalized. If when world
prices increase all importing countries decrease their tariffs and all exporting countries put in place export taxes, these
policies will tend to compensate for each other and will raise world prices.58 Giordani et al. (2016) confirm empirically

58It should be noted that substituting trade policies by direct transfers to the poor, which is the first-best intervention, would not avoid price rises
because of the existence of non-homothetic preferences (Do and Levchenko, 2017). However, direct transfers would not alter the incentives of the
other economic agents, such as producers and storers.
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the presence of a multiplier effect by regressing world price changes on global trade restrictions instrumented by past
price changes, expected elections in the top trading countries, and prevalence of non-tariff barriers. They find that these
trade reactions explain between 22% and 56% of the price spikes in 2008–11. Martin and Anderson (2012) suggest a
similar order of magnitude based on a back-of-the-envelope calculation and a simple supply and demand model.

The reality is far from perfect offsetting of the exporters’ policies by the importers, because the interventions are
heterogeneous. Countries have different incentives depending on their level of development, their trade situation, and
their fiscal space. For example, an important difference between the 1972/3 and the 2007/8 food crises was that in the
latter case high-income countries abstained from the extreme policy interventions such as export restrictions and import
subsidies which they imposed in 1972/3. Another asymmetry is related to enforcement. Porteous (2017) shows that
in several East and Southern African countries, export bans were ineffective to create price gaps at the borders due
most likely to the importance of informal trade in these countries. These asymmetries mean that the burden of the
adjustments to high prices shifts to those countries that do not adjust their policies as much, or cannot adjust them to the
same extent as the other countries. An illustration is provided by Götz et al. (2013) using the case of the Russian and
Ukrainian wheat export restrictions in 2007/8. They show that while the policies were in force these markets displayed a
reduced degree of integration with the world market accompanied by lower producer prices, in contrast with Germany
and the US which did not intervene in their markets. To understand the overall food security and poverty impacts of
these countercyclical protections, we need to combine the relative level of a country’s price insulation with respect to
the rest of the world, with its relative level of poverty. If countries with higher shares of poor population are also those
which insulate more, then these policies may contribute to reducing global poverty. This is the finding of Anderson et al.
(2014) who combined Martin and Anderson’s supply and demand model with household survey data.

Despite this eventually fortunate combination of policies, concerns have been raised that by destabilizing world
markets, these policies could push countries toward costly self-sufficiency policies. So disciplining them has been
an important policy objective following the 2007/8 food crisis. However, the prospects for improving this prisoner’s
dilemma situation are small. Coordination problems such as these tend to be dealt with within the framework of the
WTO. Notwithstanding the stalled WTO negotiations, these issues are unlikely to find agreement. The first problem is
related to the incentives. To be incentive-compatible in all situations, trade agreements usually include rule exceptions
(Bagwell and Staiger, 1990) such as special protections which can be applied in the case of high import volumes or low
import prices. When considering the issue of food price volatility, these exceptions risk being asymmetrical because of
the skewed distribution of food prices (Gouel, 2016). Storable agricultural products have a positively skewed distribution
because speculative storage tends to reduce the occurrence of low prices but cannot reduce the occurrence of high prices
to the same extent. According to Gouel, this implies that to accept an agreement disciplining countercyclical trade
policies food-exporting countries must retain the right to special protection in times of high prices because high prices
create strong incentives to deviate from agreements, incentives that are much higher than those faced by importing
countries in times of low prices, because the skewed distribution implies that these low prices will never fall far below
the mean. A second problem is enforcement (Cardwell and Kerr, 2014). International agreements require enforcement
mechanisms, and according to Cardwell and Kerr, the WTO dispute settlement system cannot enforce such disciplines
because export restrictions are of short duration compared to the time taken to settle disputes, and because the potential
complainant countries, which would be mostly poor net-food-importing countries, may not be in a position to retaliate
owing to insufficient bilateral trade levels with the offending countries.

6.3.2 Information flows

Trade can stabilize agricultural prices and increase welfare but, over long distances or in the case of poor infrastructure,
trade is costly and takes time which could limit its effectiveness to do so. If the local situation has changed since the
order was place, when shipments finally arrive, they may be too small or too large. So trade can be complemented
by information transmission. If information travels faster than goods, shipments can be re-ordered as the situations
evolve. The immediacy of information is taken for granted today; a production shock in Argentina and Brazil has a
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contemporaneous effect on US commodity futures markets with no need to wait for the harvest to be completed or
for the trade flows to occur (Lybbert et al., 2014; Merener, 2015). So we may neglect the important role played by
information in enabling the stabilizing role of trade. Old and recent historical episodes of faster information transmission
can provide good natural experiments to study the interactions between trade and information flows.

An interesting event for our purpose is the development of the telegraph. Before the telegraph, over long distances
information barely traveled faster than goods. Steinwender (2018) studies the case of the establishment of the transatlantic
telegraph in 1866 and its effect on the United States–United Kingdom cotton market. She shows that the faster information
transmission allowed by the telegraph reduced the price difference between New York and Liverpool by 35%, despite
the fact that there was already regular trade between them.59 The information flows had also real effects: they increased
exports and their variance since they were more responsive to news from Liverpool. These empirical results are
consistent with the prediction of a stylized two-country rational expectations storage model extended to account for
information delays. The results refer to an efficient ocean shipping context but can be found in other contexts. The
telegraph was important also within countries; for instance, in the case of colonial India, transport costs could be very
heterogeneous and before railroads could be prohibitive over long distances (Andrabi et al., 2021). Andrabi et al. show
that the implementation of the telegraph reduced price gaps in rice and wheat trade but that this reduction was mediated
by distance: the effect of the telegraph declines with the distance between two districts.

This complementarity between trade and information to achieve price stability and convergence has been highlighted
by the literature on cellphone availability (Aker, 2010; Jensen, 2007) which finds an additional benefit for perishable
goods since timely information reduces spoilage. One formalization of information friction in a trade context is provided
by Allen (2014). Allen develops an alternative setting to Eaton and Kortum (2002) to represent Ricardian trade,
and applies it to crops, emphasizing the interactions between heterogeneity of producer size and search costs under
incomplete information about the selling prices in the various regions. He shows that information frictions help to
explain trade and price data patterns which are inconsistent with a complete information framework. By preventing
price differences from being arbitraged among regions, information frictions play the role of additional trade costs above
freight costs. Mobile phone access contributes to reducing these frictions but does not eliminate them.

7 Conclusions
This chapter provides an overview of the last two decades of economic literature analyzing international trade in
agricultural and food products. A summary of what has driven progress in this field would emphasize the convergence
of various innovations: new theories accounting for economic heterogeneity (Eaton-Kortum and Melitz), new data
(archive, firm-level, rich spatial data such as yields and transport networks), new multidisciplinary questions (climate
change, nutrition), and new approaches (credibility revolution, parsimonious quantitative trade models). This chapter
also identifies in each section various directions for continued research effort.

These innovations have led to a very different field. In the previous survey conducted by Karp and Perloff (2002)
the authors note that “government policy has been the raison d’être for the discipline”. Our more limited coverage of
agricultural and trade policies in this chapter shows that this no longer applies and new questions have emerged related for
instance to the mechanisms driving comparative advantage in agriculture and analysis of food industry firms’ decisions.
Nevertheless, trade policies are still important and have evolved beyond tariffs and quantitative restrictions to include
standards that are at the heart of negotiations in modern trade agreements. This new landscape calls for more attention
to be devoted to deep trade agreements, whose goals are beyond traditional trade policies. Trade agreements have been
deepening since the 2000s to include trade-related regulatory issues such as mutual recognition or harmonization of
standards, but also policy areas that are not directly related to trade such as environmental and labor issues. Future
contributions should quantify the impacts of such deep trade agreements on agri-food trade and welfare.

A lot of the literature reviewed in this chapter focuses on the size of the gains from trade with three limits we

59A result confirmed in the case of wheat trade between Chicago and Liverpool by Ejrnæs and Persson (2010).
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would like to evoke in this conclusion. First, although aggregate gains are positive due mainly to lower quality-adjusted
prices, agri-food trade liberalization generates winners and losers. More research should document the impact of
globalization on the distribution of gains and losses along the food value chain and within each stage, which involves
farmers, food processors, distributors, and consumers. In particular, we lack theoretical and empirical analysis on the
role of multinational food companies and agricultural trade policy on the sharing of value added among stakeholders
and among countries. Second, the quantification of the gains from trade discussed in this chapter are variations of a
“simple” exercise that considers long-run responses to foreign shocks and trade costs. In this exercise, there are no
obstacles to the reallocation of resources across sectors. Yet, factors used in agricultural production face high adjustment
costs in the short run due to sector-specific skills and capital. Some owners of specific resources initially employed in
agricultural sectors would lose from trade-related changes in the short run and this issue is too often neglected. Third,
such modeling exercises focus on standard economic mechanisms, which are easy to model, neglecting the fact that
the agri-food sectors are activities generating economy-wide externalities in production or consumption. Agricultural
and food sectors provide productive spillovers, ecosystem services, and consumption amenities (natural amenities,
food security, cultural amenities). If included in quantitative trade models, such amenities could have the potential to
drastically alter standard conclusions.

The gravity model and the quantitative trade models which are built on it are central in this survey and are great
unifying tools in the trade literature allowing simple links between models and data. However, this simplicity has some
limitations and it is important also to pursue alternative approaches when studying agri-food trade. For example, some
issues such as the study of uncertainty and price volatility in relation to trade made little use of these frameworks
and rely on other more adapted tools. Finally, the parsimony of the new generation of quantitative trade models used,
while fostering model mechanism transparency, can also contribute to a disconnection of the field from the rest of
the agricultural economics profession by neglecting the micro-econometrics evidence generated by the latter (e.g.,
use of Cobb-Douglas functions everywhere unless elasticities can be estimated easily). To avoid this outcome, trade
economists should practice what they preach by recognizing the value of the division of labor so that not all trade papers
should include new estimations of demand and supply elasticities or unfounded assumptions about them.
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